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Abstract

It is crucial to design an efficient network-aware overlay network to enable multicast service to adjust under the dynamic underlying net-
work conditions and node churn in a scalable manner without extensive network measurements. We propose an accurate and scalable Inter-
net subspace geometry to embed the nodes onto a geometric plane by measuring delay latencies between some nodes and assign geometric
coordinates to all nodes in such a way that the geometric distances between node coordinates closely approximate their delay latencies. We
exploit this Internet subspace geometry to design a network-aware SuperPeers–Peers geometric overlay hierarchy. This is maintained locally
in a distributed manner allowing lightweight self-organization. We then create shortest-path overlay multicast tree based on shortest geo-
metric distances between SuperPeers at the SuperPeers layer for overlay multicasting. This low-latency and high-bandwidth multicast back-
bone infrastructure will serve the Peers in the lower layer. We evaluate our proposals on the 10 massive scale networks each consisting of
100,000 nodes and in the PlanetLab. Our performance evaluation results show high efficiency and good scalability.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Overlay multicast provides an attractive alternative to
IP multicast which has limited wide scale deployment.
Overlay multicast is a service that implements multicast
on an overlay network, and it offers the benefit of not
requiring any network support except the network unicast
capabilities. This allows service diversity and accelerated
service deployment with a greater flexibility because we
do not need to rely on the restriction or availability of
the underlying IP multicast’s network resources. That is,
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we are able to implement multicast service over the over-
lays even though we have limited IP multicast deployment
in the underlying network.

The basic principle of building overlay multicast net-
work is to organize nodes into multicast groups at a higher
abstraction layer above the underlying network infrastruc-
ture. One-to-many or many-to-many communication is
performed by building data delivery trees on the overlays.
Building an overlay network for multicasting on a random
relationship relative to the underlying physical network
topology could result in a loosely coupled connectivity
between overlay nodes. The impact on the multicast service
is that the delay latency could be high as data may pass
through many overlay nodes that might be slow and have
long physical paths in the underlying physical network.
For multicast applications to experience better quality of
service characteristics, short network paths are desirable
in addition to good load and data distribution. Thus,
it is important to mitigate multiple overlay edges from
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traversing the same underlying network links and multiple
communications across many end systems that will pro-
duce redundant traffic and increase latency.

To design scalable network-aware overlay network, we
could initiate multiple network measurements to determine
node-to-node latencies. However, such a exhaustive
method will result in a large measurement overhead in
overlay operation and when node churn is high. If we per-
form network measurements periodically, the resulting
measurement is not related to the realistic usage of the
overlay network and thus leads to stale and inconsistent
information. In addition, to construct efficient overlay mul-
ticast streaming service, we cannot ignore the dynamic
underlying network behavior and incur unnecessary exten-
sive measurements affecting the quality of the connections
between network nodes that cause overheads. The overlay
multicast streaming network should not add extra com-
plexity that results in scalability problem and complex
maintenance operation.

With all the above criteria in mind, we propose a net-
work-aware geometric overlay multicast streaming net-
work that efficiently exploit the underlying network
locality and proximity of nodes for overlay node placement
strategy, routing and multicasting. In our approach, we
exploit our accurate and scalable network subspace embed-
ding (Highways [1]) of network latencies between nodes,
such as Round-Trip-Times (RTTs), into a low-dimensional
geometric space. This is done by measuring the network
latencies between some nodes and assign geometric coordi-
nates to all nodes in such a way that the geometric dis-
tances between node coordinates closely approximate
their RTTs. The measurement overhead is reduced because
non-measurements are estimated. The node coordinates
can be maintained in a distributed manner with a small
number of network latency measurements. The network
embedding system adapts to dynamic network changes as
the overlay nodes update their node coordinates iteratively.
Hence, network embedding provides a feasible and promis-
ing approach to help in the scalable construction of net-
work-aware geometric overlay network.

Of course, we require a reasonably good quality net-
work embedding function to provide accurate mapping
[2–4]. From the scalability meta-metric in [2], subspace
embedding (Euclidean space) in small clusters [1] consisting
of closer nodes will achieve better embedding accuracy. We
design an overlay control plane service using this subspace
embedding (Highways) to compute node local geometric
coordinates in local geometric space and distances between
the nodes within each cluster and perform basis transfor-
mation of local geometric coordinates to global geometric
coordinates in global geometric space for computation of
distances between nodes in different clusters. The distance
ranking of nodes determine the node locality in the under-
lying network. Basically, the overlay network learns of the
underlying network delay latencies (RTTs) between nodes
through their coordinates and distances computed from
their coordinates in the geometric plane. This information
allows efficient and selective placement of nodes in the
overlay topology.

A network-aware SuperPeers–Peers geometric overlay
hierarchy is created to scale the overlay network communi-
cation and management – Lightweight SuperPeers Topolo-
gies (LST) [5–7]. The SuperPeers layer provides a low-
latency and high-bandwidth backbone infrastructure for
communications among all nodes in the network. The
Peers in the Peers layer are connected to their closest
SuperPeers in terms of their shortest geometric distances
between them. We use Yao-graph [8] to build the Super-
Peers’ connectivity – every SuperPeer is connected to six

closest SuperPeers (neighbors). The geometric structure
of Yao-graph is maintained locally in a distributed manner
allowing lightweight self-organization and recovery from
node churn. We then create source routed overlay multi-
cast tree from the resulting optimal geometric routing
paths that are based on the shortest geometric distances
(latencies) between SuperPeers at the SuperPeers layer.
The optimal geometric routes are derived from the LST’s
geometric routing protocol (localized random compass
routing algorithm) at the SuperPeers layer for multicasting.
As every SuperPeer has only six other connections at the
SuperPeers layer, this means that the bandwidth consumed
by each SuperPeer for multicasting is being reduced to cer-
tain extent. This low-latency and high-bandwidth multicast
backbone infrastructure will serve the Peers in the lower
layer (Bos) [9,10].

In order to examine the performance of LST’s and Bos,
we conduct simulation experiments on the 10 massive scale
networks each consisting of 100,000 nodes and carry out
deployment experiments in the PlanetLab [11]. The perfor-
mance evaluation results show that our proposals have high

efficiency and good scalability.
Outline. The rest of the paper is organized as follows.

Section 2 describes the design principles of our network-
aware SuperPeers–Peers geometric overlay network (LST)
using accurate and scalable Internet subspace geometry
(Highways). We also discuss the overlay maintenance man-
agement and robustness during node churn. Section 3 pre-
sents our proposal of exploiting the network awareness and
locality of LST overlay network for overlay multicasting
(Bos). Section 4 explains the setup of our simulation exper-
iments using the same realistic massive scale networks that
were used by Scribe [12,13] and SplitStream [14] from the
Microsoft Research Cambridge. We also discuss our
deployment experiments in the PlanetLab’s real-world
Internet-scale environment. Section 5 discusses our perfor-
mance evaluation results of LST and Bos on the 10 massive
scale networks and in the PlanetLab. Section 6 describes
related work and Section 7 concludes.

2. Network-aware geometric overlay network

The LST overlay network [5,6] is divided into two lay-
ers: SuperPeers and Peers. The upper SuperPeers layer acts
as a reliable low-latency and high-bandwidth backbone
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Fig. 1. Network-aware SuperPeers–Peers geometric overlay hierarchy.
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network infrastructure for communications among all
nodes. Every Peer in the Peers layer is connected to their
closest SuperPeer in terms of the shortest geometric dis-
tance between them for end-to-end overlay geometric rout-
ing. Fig. 1 shows an example of the network-aware
SuperPeers–Peers geometric overlay hierarchy of the LST
overlay network.

There are three key steps in the construction of the LST
overlay network which we will describe in the below
subsections.
Global Geometric SpaceGlobal Geometric Space
2.1. SuperPeer election

When a new node joins the LST overlay network either
during bootstrap or normal overlay operation, the follow-
ing criteria are evaluated to determine whether this node
will be elected as a SuperPeer or normal Peer:

• The SuperPeer should have sufficient resources to serve
other SuperPeers and Peers.

• The SuperPeer should be reliable and it is not joining
and leaving the LST overlay network very frequently.

With the above criteria imposed, the SuperPeers layer
consists of SuperPeers acting as low-latency and high-
bandwidth backbone infrastructure for the Peers in the
Peers layer. Trust, security and incentive schemes could
be implemented in this election process, although this is
out of scope for this work.
Peers

SuperPeers
(Landmarks)

Peers

SuperPeers
(Landmarks)

Fig. 2. Global geometric space for overlay nodes.
2.2. Internet geometry

Network embedding computes node coordinates and
geometric distances between nodes to estimate their under-
lying network performance metrics such as latency in a
scalable way. That is, nodes are mapped onto points in a
geometric space and they are assigned geometric coordi-
nates in such a way that the computed geometric distances
between node coordinates closely approximates the laten-
cies (i.e. RTTs) between nodes. These node coordinates
also reflect their geometric position in the geometric space.
RTT measurements from each node to some landmarks are
performed for embedding into a geometric space. So, it
does not require full mesh N2 network measurements of
N nodes that will cause extensive overheads to deduce the
quality of the network connection metric (RTTs) between
nodes.

Using these geometric distances, efficient and selective
placement of nodes in the geometric overlay network is
done. In other words, we are able to determine node local-
ity from the node coordinates and geometric distances
between nodes. Basically, the LST overlay network learns
of the underlying network latencies (RTTs) between nodes
through their coordinates and computed geometric dis-
tances. Our Internet geometry provides the geometric loca-
tion information for the construction of network-aware
geometric overlays. From the scalability meta-metric
observations in [2], subspace embedding (Euclidean space)
in small partitioned clusters achieves better embedding
accuracy. The nodes have closer landmarks within each
cluster.

We propose and develop Highways [1] as an overlay net-
work control plane service providing geometric location
information for the LST overlay network. In Highways,
superspace embedding [2] embeds the whole set of overlay
nodes in the system as one large set into global geometric
space while subspace embedding embeds small partitioned
clusters of overlay nodes into local geometric space. In this
manner, both the global and local geometric spaces are
established to derive the global and local geometric posi-
tions of all overlay nodes, respectively. We use Euclidean
space as the embedded geometric space in our Internet
geometry.

Fig. 2 shows the SuperPeers being classified as the list of
landmarks for network superspace embedding to compute
the node global geometric coordinates in the global geo-
metric space. Fig. 3 illustrates the subspace embedding
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Fig. 3. Local geometric space for overlay nodes.

E.K. Lua et al. / Computer Communications 31 (2008) 464–488 467
(Euclidean space) in each of the small cluster consisting of
closer nodes.

The local geometric position information helps to pro-
vide an accurate geometric distance estimation between
overlay nodes within each of the clusters while the global
geometric position information estimates the inter-cluster
geometric distances between overlay nodes in different clus-
ters. The overlay nodes in each cluster compute their local
geometric coordinates based on its local basis of the local
geometric space. Once the node local geometric coordi-
nates are computed through subspace embedding, we
maintain a basis transformation matrix for the ease of con-
verting the node local geometric coordinates from the local
geometric space to the global geometric space to derive the
node global geometric coordinates, without measuring any
property between itself and the landmarks that spans such
a space.

In our system, we first measure the RTTs among the
SuperPeers and use this measured RTT matrix to partition
the SuperPeers into smaller clusters by adopting a simple
approach of the K-means method [15]. The algorithm sep-
arates and combines nodes into clusters in the LST overlay
network by assigning each node to the cluster having the
nearest centroid (mean) based on the geometric distances.
We use K = 3 as the number of partitions due to the geo-
graphical continents of the world, which comprises gener-
ally of North/South America, Africa/Europe and Asia
Pacific. After all the SuperPeers have been partitioned into
smaller clusters, all Peers measure their RTTs to all the
SuperPeers and every Peer uses this information to find
the closest SuperPeer. The Peer then joins the cluster
whereby the closest SuperPeer belongs. These measured
RTTs between SuperPeer-to-SuperPeer and Peer-to-Super-
Peer as a result of clustering are usable and required for the
network embedding. Thus there is no additional overhead
and redundancy in measuring these raw RTT measure-
ments and they are less than N2 measurements taken.

Subspace embedding into Euclidean space is performed
strictly in each of the partitioned clusters to compute node
local geometric coordinates in each cluster. To compute the
inter-cluster geometric distances between all nodes residing
in different clusters, we make use of the basis transition
matrix. We would be able to transform the node local geo-
metric coordinates from its local geometric space to the
global geometric space to derive the node global geometric
coordinates. Once the transformation is done, we are able
to compute the inter-cluster geometric distances between
these nodes residing in different clusters that spans the glo-
bal geometric space. As a result, all overlay nodes will have
both local and global geometric coordinates being
assigned.

Here we describe the landmark-based embedding and
singular value decomposition (SVD) technique that we
use to map the nodes into points in a low-dimensional geo-
metric space. In our LST overlay network, the list of
elected SuperPeers are the landmarks for the subspace
embedding.

To calculate and assign coordinates of k-dimensional
geometric space for all N nodes in X, at least k + 1
landmarks [16,17] (SuperPeers) are selected. This is to
solve the possible problem that coordinate vectors of
the landmarks could be linearly dependent in the geo-
metric space which may cause the nodes to unable to
differentiate their distinct geometric locations from these
landmarks and hinder the computation of the node
coordinates. That is, if the landmarks have their coordi-
nate vectors as a multiple of the other i.e. the landmarks
are in a straight vector line, then the nodes would not
be able to compute their distinct geometric locations
from these landmarks. As in [18], this framework relies
on a set of landmarks from which the nodes may select
any set consisting of at least k + 1 landmarks out of a
list of all landmarks for embedding into k-dimensional
geometric space. This allows flexibility for a node to
determine its geometric coordinates in choosing its set
of landmarks without the need to use a fixed infrastruc-
ture of well-known landmarks. It solves the problems of
communication bottlenecks and single points-of-failure
caused by the use of well-known landmarks. However,
note that the chosen set of landmarks must share at
least one common landmark in their selection so that
the vector basis constructed spans the embedded geomet-
ric space.

A symmetric measured network latency matrix D for the
set of landmarks L = {l1, l2, . . . , lm} is derived as
D = [d(i, j)]i,j=1, . . . , m, where m P k + 1 and d(i, j) is the
measured network latency (RTTs) between m landmarks.
For i „ j, d(i, j) = d(j, i) and d(i, i) = 0. Dimensionality
reduction to k is done using SVD

D ¼ U � W � V T ð1Þ
where U and VT are orthogonal matrices, and W is a diag-
onal matrix containing the singular values of D.

The RTT measurements of all overlay nodes i 2 X where
i = 1, . . . ,N to their sets of selected landmarks
L = {l1, l2, . . . , lm} are made. This can be written using col-
umn vector notation for a node i as below:
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This is simply the Lipschitz embedding of X using set of
landmarks L.

By using the first k columns of U denoted by Uk, we
project the m-dimensional space into a new k-dimensional
space: where / 0(i) = UkT Æ /(i) is the coordinates of node i

after dimensionality reduction.
To minimize the discrepancy between the distance repre-

sented in the coordinates system and the measured distance
between m landmarks, we defined and used a scaling factor:

ak ¼
Pm

i

Pm

j
dði;jÞ:dði;jÞPm

i

Pm

j
dði;jÞ2

where d(i, j) = L2(UkT Æ /(i), UkT Æ /

(j)), where L2 is the Euclidean norm since we use Euclidean
space.

In order for a node to know about the global geometric
space G and derive its coordinates in G, without measuring
any property between itself and the nodes that form such a
vector basis, a basis changing technique is adopted and a
basis transition matrix TG is maintained. That is, a basis
transition matrix TG is computed for converting the node
local geometric coordinates between its local basis of the
local geometric space C to global basis of the global geo-
metric space G to derive its global geometric coordinates.
The basic insight is that a randomly selected set of land-
marks defines an embedding geometric space that can be
easily (linearly) mapped into another embedding space
derived from a different set of landmarks. We maintain a
basis transformation matrix for the ease of converting node
local geometric coordinates from its local geometric space
to the global geometric space to derive its global geometric
space, without measuring any property between itself and
the landmarks that spans such a space.

If we want to change the local basis of Rk from local
geometric space C to the global geometric space G, the
basis transition matrix TG is calculated by a selected arbi-
trary set of nodes. This selected set of nodes measure coor-
dinates to two landmark sets in the global geometric space
G and local geometric space C. Then, the following equa-
tion is solved using least squares to obtain TG

T G � P C ¼ P G

T G ¼ P G � P C�1

ð3Þ

where PG is the selected set of node global geometric coor-
dinates in global geometric space G and PC is the selected
set of node local geometric coordinates in original local
geometric space C.

Once we have TG, then we can calculate the global geo-
metric coordinates of the node i in the global geometric
space G from its local geometric coordinates in original
local geometric space C:

/GðiÞ ¼ T G � UkT
C � /CðiÞ ð4Þ
Therefore, the node global geometric coordinates in the
global geometric space G can be obtained relative to the ba-
sis transition matrix TG and its node local geometric coor-
dinates in the original local geometric space C, with
nothing more than the information it already has.

We expect nodes to recompute their coordinates from
time to time due to node churn or topology changes. Such
changes are captured by the network performance metrics
(i.e. RTTs) between nodes. In this case, a node recomputes
its coordinates following the above embedding steps. If for
some reasons, a landmark becomes unavailable during this
recomputation process, the node then chooses other alter-
native landmark to devise the basis transition matrix.
2.3. SuperPeers–Peers geometric overlay hierarchy

A brief description of Yao-graph [8] and its attractive
geometric properties are in Appendix.

The basic idea is that we construct Yao-graph [8] at the
SuperPeers layer by cutting the two-dimensional Euclidean
space around each SuperPeer into six sectors, each with
equal geometric angle of h ¼ p

3
. Every SuperPeer in the

Yao-graph chooses the closest SuperPeer (neighbor) in
terms of the shortest geometric distance to other SuperPeer
in each of the six sectors. So, every SuperPeer is connected
to six closest SuperPeer neighbors.

The Yao-graph is proven to exhibit the Euclidean mini-
mum spanning tree (EMST) in [8]. From the Definition 6 of
EMST and Theorem 7 of Yao-graph as shown in Appen-
dix, we can see that Yao-graph is a type of Euclidean geo-
metric graph with lightweight maintenance characteristic
and efficient spanning tree property.

Previous work [19,20] use Yao-graph in mobile wireless
networks and their good communication performance
results motivate our usage of the Yao-graph geometric
structure. Such graph structure is able to minimize over-
head during overlay maintenance management. Yao-graph

can be maintained locally in a distributed manner because
each node is connected to other six closest neighbors based
on the shortest geometric distances between nodes. That is,
the local maintenance algorithm is confined to the affected
node and its immediate six closest neighbors. In this man-
ner, this geometric graph structure allows efficient and
lightweight local recovery from node churn. In addition,
Yao-graph was the first technique to break the O(N2) time
complexity barrier in the computation of the EMST in a
connected graph with N nodes [8].

Here we describe our self-stabilizing and distributed
Yao-graph construction protocol as shown in Fig. 4. We
consider a connected graph G(V,E), where V corresponds
to a set of points (nodes) in the Euclidean space R2, and
E to the set of edges with weight corresponding to the
Euclidean length of an edge. Suppose that every node
u 2 V knows its neighborhood N(u) and the current posi-
tions of the nodes in N(u) in the Euclidean space. Every
node aims at maintaining a connection to the closest node



Fig. 4. A distributed and self-stabilizing Yao-graph topology construction protocol.
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in every sector S (or cone). Let E(u) be the current set of the
connections of node u.

Theorem 1. When the Yao-graph distributed protocol self-

stabilizes in the stable state, the out-degree of every node is

at most s where the two-dimensional Euclidean space around

every node v 2 V is cut into s sectors with angle h ¼ 2p
s .

Proof. Follows directly from the distributed and self-stabi-
lizing protocol. In our two-dimensional Euclidean space,
the out-degree of a node is 6 since every node connects to
6 closest neighbors in the 6 sectors with angle h ¼ p

3
. h

We use Yao-graph distributed protocol to build the
overlay network connectivity among the SuperPeers based
on their geometric coordinates and distances with other
SuperPeers. These SuperPeer–SuperPeer Yao-graph routes

serve as the reliable low-latency and high-bandwidth back-
bone network connectivity for the overlay network. This
architecture is illustrated in Fig. 5 which gives the flat
two-dimensional geometric view of the overlay network.

In the Peers layer, Peers are directly connected to the
closest SuperPeers that are capable of serving an addi-
tional Peer and this connectivity is called the Peer-Super-

Peer 1-Hop route. Among the Peers being served by their
closest SuperPeer, direct connectivity between these Peers
can be established if there exists a shortcut route between
the Peers. That is, a Peer–Peer Shortcut route is estab-
lished between two Peers belonging to a SuperPeer, if
the direct connectivity between these two Peers is shorter
SuperPeers ’ Yao - Graph Connectivity  

Peer - SuperPeer 1 - Hop Route 

Peer - Peer Shortcut Route 

SuperPeers ’ Yao - Graph Connectivity  

Peer - SuperPeer 1 - Hop Route 

Peer - Peer Shortcut Route 

Fig. 5. Architecture of the two-tier LST overlay network in two-
dimensional view.
than their Peer-SuperPeer 1-Hop routes. All these routes
are easily established in the overlay network using the
geometric location information. Examples of various
overlay routes in the LST overlay network are illustrated
in Fig. 6.

2.4. Geometric overlay routing

We use the localized geometric routing algorithm – ran-
dom compass routing [21] – to route data from one Super-
Peer to destination SuperPeer in the Yao-graph at the
SuperPeers layer. For end-to-end routing, the Peer–Peer
Shortcut route and Peer–SuperPeer 1-Hop route are uti-
lized to complete the routing process. That is, for end-to-
end routing between Peers, if there exists a Peer–Peer
Shortcut route, then packet is delivered using this route.
Otherwise, the Peer–SuperPeer 1-Hop route is used to
route the packet from the source Peer to the source Super-
Peer at the SuperPeers layer serving the source Peer and
localized random compass routing protocol is activated
to deliver the packet to the destination SuperPeer that serve
the destination Peer which the Peer–SuperPeer 1-Hop route
is used to complete the routing process. The motivation for
using localized random compass routing algorithm at
SuperPeer layer is that the results in [22] show that the
delivery rate of random compass routing in Yao-graph is
100%.

Here we describe the localized random compass routing
protocol at the SuperPeers layer.
Peer1 to Peer2: 
If A + B > C, then C 
is established as 
Peer - Peer Shortcut  
Route between
Peer1 and Peer2

C

A
B

Peer1

Peer2

Peer3

D

E

F

Peer4

SuperPeer1
SuperPeer2

SuperPeer1 to SuperPeer2: 
D Yao - Graph Route 

Peer1 to Peer4:
A - D - F Route 

Peer3 to Peer4: 
E - F  Peer - SuperPeer 
1 - Hop Route 

-  

C

D

F- 

F  - 
- 

Fig. 6. SuperPeers and Peers routes in the two-tier LST overlay network.
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Let node s be the source node, u be the current node and
t be the destination node. In localized routing, the next
node is selected to forward the packets based on the infor-
mation in the header of the packet and the position of its
local neighbors. The localized routing algorithm routes a
packet from a source node s to a destination node t
whereby each relaying node decides to which node to for-
ward the packet only based on the following information:
the source node s, the destination node t, the current node
u and all the k-local nodes of node u. We use the case for
k = 1. That is, a node uses only the information of the
1-Hop neighbors.

Suppose a packet is currently at node u and the destina-
tion node is t. The basic localized compass routing uses the
local information of node u to route packets. That is, it
finds the next node v of node u. Basically, compass routing
finds the next relay node v such that the \vut is the smallest
among all neighbors of node u in the Yao-graph topology.
For localized random compass routing: Let v1 be the node
on the above of line ut such that \v1ut is the smallest
among all such neighbors of node u. Also, we define node
v2 to be the node below line ut that minimizes the angle
\v2ut. Then node u randomly choose either node v1 or
node v2 to forward the packet, as illustrated in Fig. 7.

2.5. Geometric overlay maintenance

Our two-tier LST overlay network uses stable overlay
nodes as SuperPeers to handle most of the heavy system
workloads and reduce the network maintenance overhead.
When an overlay node leaves the system or a failure occurs,
the information that is related to the leaving overlay node
must be updated among the other affected overlay nodes.
Similarly, if a new overlay node joins the system, informa-
tion relating to the new overlay node will also have to be
updated. For high node churn, network maintenance over-
head can be heavy. The following cases describe the LST
overlay network maintenance operations during node
churn which will invoke the local topology repair
algorithm.

2.5.1. New overlay nodes joining

A new overlay node will contact the bootstrap service

operating at the SuperPeers layer for a standard overlay
JOIN procedure. Once the new overlay node is elected as
a SuperPeer or normal Peer, the following operations are
executed.
u t

v1

v2

u t

v1

v2

Fig. 7. Localized random compass routing protocol in Yao-graph

topology at SuperPeers layer of LST geometric overlay network.
2.5.1.1. A new normal Peer is joining the LST overlay

network. During the JOIN procedure, the new normal Peer
measures the RTTs to all existing SuperPeers. It uses this
information to join the cluster whereby the closest Super-
Peer belongs. Then, the new normal Peer’s geometric coor-
dinates within the cluster are computed by the Highways
overlay control plane service. Using the estimated geomet-
ric distances, the Peer–SuperPeer 1-Hop route to the closest
SuperPeer is established and all possible Peer–Peer Short-
cut routes are setup and updated with the neighboring
Peers within the cluster.

2.5.1.2. A new SuperPeer is joining the LST overlay

network. A new overlay node is elected as the new Super-
Peer L and measures the RTTs to all existing SuperPeers.
It uses this information to join the cluster whereby the clos-
est SuperPeers belongs. Then, the new SuperPeer’s geomet-
ric coordinates within the cluster are computed by the
Highways overlay control plane service.

This new SuperPeer L starts to cut the space surround-
ing itself into six sectors with equal angle of h ¼ p

3
. Then

this new SuperPeer builds the Yao-graph connectivity by
connecting to other six closest SuperPeers in terms of
the shortest geometric distance to other SuperPeers in
its six sectors. It attempts to connect to the list of six clos-

est neighboring SuperPeers in each of its six sectors. That
is, the local topology repair algorithm will be invoked to
reconstruct the SuperPeers’ Yao-graph to include this new
SuperPeer in the SuperPeers layer. The existing Peers that
are associated with the neighboring SuperPeers also reor-
ganize and reestablish the Peer–SuperPeer 1-Hop routes
to this new SuperPeer, if there exists shortest 1-Hop
routes.

The new SuperPeer L initializes its state by routing
Join messages to the list of closest neighboring SuperPeers
found in each of its six sectors. Once Join messages are
routed to this list of six closest neighboring SuperPeers,
the new SuperPeer L will establish Yao-graph overlay con-
nectivity in the six sectors. The new SuperPeer L learns of
the IP addresses of these closest neighboring SuperPeers
in the six sectors. The neighboring SuperPeers also
require to update their neighbor tables to eliminate those
SuperPeers that are no longer neighbors as a result of this
new inclusion of SuperPeer L. In addition, the existing
Peers associated with the six closest neighboring Super-
Peers reorganize and reestablish the Peer–SuperPeer
1-Hop routes to this new SuperPeer if there exists shortest
Peer–SuperPeer 1-Hop routes. The connection relation-
ships of the affected Peers that change their Peer–Super-
Peer 1-Hop routes to this new SuperPeer L will be
updated.

This update is done by broadcasting an Update message
containing the new topological information to all affected
SuperPeers and Peers, as illustrated in Fig. 8.

Once the Yao-graph overlay connectivity of this new
SuperPeer L has been established, it will have a set of max-
imum six neighboring SuperPeers N = {N1,N2, . . . ,N6} in
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Fig. 8. Updates of neighbor tables in the Yao-graph at SuperPeers layer
when a new SuperPeer joins.
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the SuperPeers layer. In this example, before SuperPeer L

joins the SuperPeers layer, SuperPeers N1, N2 and N3 are
connected directly to each other with Yao-graph overlay
routes, as shown in dashed lines. After the SuperPeer L

joins, the new SuperPeer L will connect to the neighboring
SuperPeers N1, N2 and N3 with their Yao-graph overlay
routes, as shown in dotted lines. The SuperPeers N1, N2

and N3 have to adjust their Yao-graph overlay connectivity
by updating their neighbor tables. As a result of this
update, the direct Yao-graph overlay route between
SuperPeers N1 and N2 does not exist and new Yao-graph

overlay routes are established to the new SuperPeer L.
The Update message is sent with a limited range of time-
to-live (TTL). The expected number of hops in the TTLs,
E[HopsN] is log6N (where N is the number of SuperPeers
in the SuperPeer layer, and a SuperPeer has six neighbor-
ing SuperPeers because of six sectors division in the Yao-

graph). In our case where N = 10,000, this gives about five
TTLs. This Update procedure ensures that the affected
SuperPeers will quickly learn about the change and per-
form necessary update on their own neighbor tables
accordingly.
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2.5.2. Existing overlay nodes leaving

To be able to detect overlay nodes leaving the LST over-
lay network or overlay node failures, a heartbeat approach
is used. Every overlay node sends small alive messages to
each other periodically and maintenance operations are
invoked when heartbeats are lost. The following operations
are executed.
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Fig. 9. Updates of neighbor tables in the Yao-graph at SuperPeers layer
when a SuperPeer leaves.
2.5.2.1. A normal Peer is leaving the LST overlay network.

The missing heartbeat will be detected from this normal
Peer. The associated SuperPeer and Peers who have their
Peer–SuperPeer 1-Hop and Peer–Peer Shortcut routes with
this normal Peer will attempt to free their connection
resources. Only the affected SuperPeer and Peers are reor-
ganized locally and this minimizes global overhead
management.

2.5.2.2. A SuperPeer is leaving the LST overlay network.

The six neighboring SuperPeers that are connected to this
leaving SuperPeer will notice this failure through the miss-
ing heartbeats and trigger the local topology repair algo-
rithm. It will reconstruct the six neighboring SuperPeers’
Yao-graph relationships and reorganize the Peer–SuperPeer
1-Hop and Peer–Peer Shortcut routes of its connecting
Peers.

The neighboring SuperPeers of this leaving SuperPeer
are notified of this change and update their neighbor tables.
This notification occurred because SuperPeers periodically
exchange alive heartbeat messages. When this leaving
SuperPeer leaves the overlay network and heartbeats stop,
every neighboring SuperPeers will send a Discovery broad-
cast message with a limited five TTLs to other neighboring
SuperPeers. Each neighboring SuperPeer receiving the Dis-

covery broadcast message will respond with its geometric
position information and its IP addresses.

The Join and Update procedures as described above, will
help to adjust its current topology state for the affected
SuperPeers and Peers as illustrated in Fig. 9.

This ensures that the SuperPeers’ Yao-graph connectiv-
ity and Peers’ Peer–SuperPeer 1-Hop routes can be quickly
reconstructed locally as a result of this change. Due to the
lightweight properties of Yao-graph, node churn causes lit-
tle problem to the hierarchical layers of the LST overlay
network, as long as a SuperPeer does not become discon-
nected by the loss of all its neighboring SuperPeers. Even
for the drastic case of losing all neighboring SuperPeers,
the affected SuperPeer can contact the bootstrap service
to rejoin the network.
3. Network-aware geometric overlay multicasting

In Bos, we construct source rooted multicast tree
whereby each sender (source or root) builds a separate tree
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rooted to itself at the LST’s SuperPeers layer. We adapt the
reverse path forwarding (RPF) algorithm [23] to construct
optimal reverse path tree from the source to all receivers
with optimal geometric routing routes. Our adapted ver-
sion of RPF algorithm relies on the SuperPeers’ knowledge
of the optimal routing routes from it to the source. So we
use the LST’s localized random compass routing algorithm
based on the shortest geometric distances between the
SuperPeers to find this optimal geometric routing paths
at the SuperPeers layer. These resulting geometric routing
paths are in general different from the shortest path tree
from the source to all the other receivers. In our case, since
the geometric overlay routes between a root and another
SuperPeer group member is symmetrical, the optimal-path
tree and the optimal reverse path tree from the source are
isomorphic.

Each SuperPeer group member has a simple forwarding
behavior as depicted in Fig. 10. The adapted RPF algo-
rithm allows a SuperPeer group member to accept a multi-
cast data only on the connection interface from which the
SuperPeer group member would send a unicast data to
the root. The union of these source-receiver geometric
Fig. 10. Adapted reverse path forwarding algorithm.

Fig. 11. Algorithm for Bos’s multicast
routes forms the optimal reverse path tree for our overlay
multicasting. From the root to all other SuperPeer group
members, we build a multicast distribution tree rooted at
the SuperPeer root (source) such that each SuperPeer
group member has the optimal geometric overlay route
back to the SuperPeer root. The result of this grafting pro-
cess creates the multicast distribution tree at the SuperPeers
layer. Since the Yao-graph topology is constructed at the
LST’s SuperPeers layer which exhibits EMST characteris-
tic, the multicast tree being formed also follows similar
property. The forwarding tree may contain subtrees with
no multicast group members and data need not be for-
warded down the subtree. That is, if a neighboring Super-
Peer does not belong to the multicast group and there is no
other group members downstream, it sends a pruning mes-
sage upstream. Then the subsequent multicast data would
not be forwarded to these group members who respond
with the pruning messages.

The SuperPeers keep track of the multicast tree state
using their Children Tables. These tables are used in our
localized multicast group membership management proto-
col (as illustrated in Fig. 11) to reduce the maintenance
overheads and the impact of reconstructing the multicast
tree due to node churn. When node churn occurred, we rely
on the local topology maintenance control in the LST over-
lay network to repair the overlay. We also invoke a local

ancestor-recovery protocol to localize repair and self-heal-
ing of the multicast tree. In this manner, group member-
ship operations are decentralized and managed efficiently.
We describe our localized multicast group membership
management as follows.
group membership management.
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Fig. 12. A multicast group member is joining a multicast tree in Bos.
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1. To join the multicast tree (lines 2–7), a new joining
SuperPeer group member sends a Connect message to
the multicast group with the groupID. This new joining
SuperPeer group member will select the closest Super-
Peer group member in the multicast tree to join. The
closest SuperPeer group member will become the new
parent and its Children Table is updated with this new
SuperPeer group member’s IP address which will be used
for multicast routing. The new joining SuperPeer group
member will obtain and maintain a list of ancestors (with
their IP addresses), from the root to its parent. In this
way, every group member will maintain this list of ances-
tors from the root to its parent and this helps to reduce
service interruption probability. The geometric locality
properties of the LST overlay network enable the joining
group member to select a parent with smaller geometric
distance cost. This ensures that the data reach all group
members within relatively few optimal geometric hops
and with reasonably small delay latency.

2. To leave a multicast group (lines 9–21), this leaving
SuperPeer group member in the multicast tree sends a
Disconnect message to its parent in the multicast tree.
All the related multicast group membership information
of this leaving SuperPeer group member will be removed
from its parent’s Children Table. This leaving SuperPeer
group member may have children in the multicast tree.
These affected children will respond to this change by
making a check on its list of ancestors. They will find
their closest neighboring ancestors as obtained from
their lists of ancestors to rejoin the multicast tree. These
closest neighboring ancestors will provide the informa-
tion of their children in their Children Table. With the
geometric position information of the ancestors and
their children, the closest ones will be chosen as the
new parents to serve those affected children. These newly
identified parents will update their Children Table with
these affected children in the multicast group and these
affected children will update their lists of ancestors
accordingly. Using this local ancestor-recovery protocol,
the affected children will be able to find their respective
new parents quickly and save recovery cost in a highly
dynamic system with frequent node churn.

3. To detect node churn of the SuperPeer group member
(lines 23–26), all parents in the multicast tree periodi-
cally send heartbeat’s alive messages to their children.
If a child does not respond to the heartbeat for a period
of time (timeout), the parent assumes that the child has
failed. Then the parent will invoke local repair of this
failed child in the multicast tree with the Disconnect

operation, and subsequently, the local ancestor-recovery
protocol is executed.

The list of SuperPeer group members is periodically
updated. When the root detects a change occurred, update
is distributed across the SuperPeer group members along
the tree. When fault detection (node churn) and recovery
occurred, only a few Connect and Disconnect messages ever
reach all the way to the root. However, we keep track of
the total number of Connect and Disconnect messages. If
this number exceeded a certain threshold, the multicast tree
rooted at the source is reconstructed using our adapted
RPF algorithm. This is because after some failure recover-
ies, the multicast tree may not be optimal and some nodes
might stuck in unfair and unfavorable situations. We set
the threshold ¼ N

log10N for N SuperPeers. Our intuition for

setting this threshold is based on the fact that we want to
ensure that the total maintenance overhead messages of
Connect and Disconnect do not exceed the order of
O(logN). So, we divide the number of N SuperPeers N with

log10 N. In our case, we have threshold ¼ 10;000
log1010;000

¼ 2500.

This would give us an estimate of the amount of mainte-
nance overheads incurred in the multicast tree due to node
churn. This justifies that reconstruction of the multicast
tree is needed. That is, whenever this threshold is reached,
the multicast tree rooted at the source is reconstructed
using our adapted RPF algorithm. New multicast tree
can be constructed concurrently while existing tree are in
use. When the reconstruction is completed, the new multi-
cast tree replaces the existing tree for the multicast data
delivery.

Bos builds a multicast tree per application group. Multi-
ple multicast trees can be formed at the SuperPeers layer of
the LST overlay network. The multicast tree constructed at
the SuperPeers layer provides the reliable low-latency and
high-bandwidth backbone multicast connectivity for the
lower layer’s Peers who basically connect to their Super-
Peers using their direct Peer–SuperPeer 1-Hop routes during
multicast streaming. The Peers in the Peers layer who have
their own direct Peer–SuperPeer 1-Hop connectivities with
their SuperPeers can join and become the group members
of the multicast tree by sending unicast messages to their
SuperPeers which will serve and provide overlay multicast
service for them. The SuperPeers serving the Peers will be
responsible to become the group members of the multicast
tree at the SuperPeers layer. All multicast communications
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are done using standard transport control protocol (TCP)
for the transport reliability.

Fig. 12 shows an example of the multicast group mem-
bership management operation by multicast group mem-
bers (SuperPeers at SuperPeers layer) in The Netherlands
(NL) and United Kingdom (UK). For simplicity, we make
two assumptions: first, the RTTs are proportional to the
geometric distances due to the network embedding on the
RTTs between group members. The international links
between group members located in Amsterdam and Lon-
don have a high bandwidth. Second, the group member
located in London acts as the root of the multicast tree
and group members at The Hague and Rotterdam lie in
the same Internet service provider (ISP) network and are
elected as SuperPeers. We have a normal Peer, Rijswijk,
with Peer–SuperPeer 1-Hop connectivity to the SuperPeer,
Delft. Delft is joining the multicast group and it sends a
Connect message to the multicast group. Bos selects the
closest parent in the multicast tree and forwards the mes-
sage to that parent (The Hague). The information of Delft
(such as IP address and port number) is stored in its parent,
The Hague’s Children Table. And, the Delft’s ancestor list
is updated with the root to its parent, i.e. London (root)
and Amsterdam (ancestor). The multicast links are shown
by the solid arrows. In this way, the new group member,
Delft, has joined the Bos multicast tree with London as
its root. And, its normal Peer, Rijswijk, who requires mul-
ticast service is served by its SuperPeer, Delft, in the multi-
cast group.

If Delft detects that its parent, The Hague, has failed
due to missing heartbeats, then Delft initiates the local

ancestor-recovery protocol. Delft finds its closest neighbor-
ing ancestor (Amsterdam) as obtained from its list of
ancestor to rejoin the multicast tree. Amsterdam will pro-
vide the information of its children in its Children Table

to Delft. With the geometric position information of
Amsterdam and its child (Rotterdam), the closest Rotter-
dam is chosen as the new closest parent. The new closest
parent, Rotterdam, will update its Children Table of this
new SuperPeer child, Delft, in the multicast group. The
new multicast links are shown by the dashed arrows. We
have illustrated in this example the efficiency and scalability
of the joining multicast group member to find its parent
with rich multicast resources within the same country with
close locality. Similarly, if Delft is leaving the multicast
group, it sends a Disconnect message to its parent in the
multicast tree, and its information will be removed from
its parents’ Children Table.

4. Implementation and experiments

This section describes the experimental setup and imple-
mentation required to evaluate the performance of LST’s
and Bos. We want to assess their scalability and effective-
ness in both massive scale networks and real world Inter-
net-scale environment. We use the same massive scale
networks that were used by Scribe [12,13] and SplitStream
[14] from the Microsoft Research Cambridge. The first part
of the experiment aims to evaluate the network-aware geo-
metric overlay network (LST) performance in massive scale
networks. The second part evaluates the performance of
Bos overlay multicasting in massive scale networks. Since
we are using the same massive scale networks, we discuss
the impact of our performance results in Bos with the
results published by Scribe and SplitStream. Then, we
implement the multicast using IP unicast scheme, IP multi-
cast and multicast in Gnutella-like random graph, to make
performance evaluation and comparison with Bos overlay
multicasting. Finally, the third part of the experiment
deploys the LST overlay network and Bos overlay multi-
cast streaming network in PlanetLab [11]. We use the same
experimental performance metrics we have used in the mas-
sive scale networks to evaluate the performance of LST
overlay network and Bos overlay multicast streaming net-
work in the PlanetLab’s real world Internet-scale
environment.

4.1. Simulation experiments in massive scale networks

The first and second parts of the simulation experiments
are implemented using the massive scale networks that
were used by the Scribe [12,13] and SplitStream [14] from
Microsoft Research Cambridge. The massive scale net-
works are generated by Georgia Tech [24] random graph
generator. The hierarchical transit-stub model contains
5050 routers. There are 10 transit domains at the top level
with an average of five routers in each. Each transit router
has an average of 10 stub domains attached, and each stub
has an average of 10 routers. There are 100,000 end-system
nodes that were randomly assigned to routers in the core
with uniform probability. Each end-system node is directly
attached by a local area network (LAN) link to its assigned
router. There are 10 different networks using the same
parameters but different random seeds – we have 10 mas-
sive scale networks with network model named as 0–9.

For such a massive scale network, it is more feasible to
develop a simulator for our experiments. The well-known
network simulator such as ns-2, would not be able to han-
dle this large size of the networks involved and the dynam-
ics of the overlay networks. The simulator models the
propagation delay on the physical links as follows. The
delay of each LAN link is set to 1 ms and the average delay
of core links generated by the graph generator is 40.7 ms.
Similar to the work of Scribe, the simulator does not model
queuing delay, packet losses, or any cross network traffic
because modeling of such parameters would prevent the
simulation of massive networks.

To examine whether LST overlay network and Bos over-
lay multicasting are efficient overlays supporting multiple
concurrent applications with varying requirements, we
use the same environment as Scribe and SplitStream to
run experiments using a large number of groups with a
wide range of group sizes. As in Scribe [13], since there
are no sources of real-world trace data to drive the
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experiments, a Zipf-like distribution for the group sizes is
adopted. Groups are ranked by its sizes. The size of a
group with rank r is given by gsize(r) = ºNr�1.25 + 0.5ß,
where N is the total number of overlay nodes. In each net-
work model, the total number of group ranks is fixed at 150
(i.e. the total number of groups is 150 with group rank 1–
150) and the number of overlay nodes (N) is fixed at
100,000, which are the numbers being simulated. Fig. 13
shows the group size of SuperPeers versus group rank in
massive scale networks.

In each group, we choose 10% of the total number of
overlay nodes to be the SuperPeers based on the election
criteria described in subsection 2.1. The reason for the
choice is derived from the recent study [25] which states
that there are approximately 10% of the overlay nodes that
have high capacity, and they exhibit stability and reliable
connectivity in the overlay network. In each network
model, the maximum number of SuperPeers is 10,000 in
group rank 1 which consists of 100,000 nodes. We run
our simulation system on these 10 massive scale networks
and the total number of groups is 1500. We generate
two-dimensional geometric coordinates for all the nodes
in the system. Since our performance results in all 10 net-
works are similar, only the average values over the 10 mas-
sive scale networks are shown. To visualize the SuperPeers’
Yao-graph structure being constructed in the overlay net-
work, Fig. 14 shows an example of the two-dimensional
geometric Yao-graph for group rank 35 containing a total
of 117 SuperPeers.

For each group, we also implement the IP multicast,
multicast using IP unicast scheme, and multicast in Gnutel-
la-like random graph. This allows us to make performance
comparison of Bos and these overlay multicast networks.
Similar to Scribe [13], we use the policy routing link
weights generated by Georgia Tech random graph genera-
tor to perform IP unicast routing. That is, all links of the
same type such as intra-domain or inter-domain links,
are assigned the same link weight. IP multicast routing uses
a shortest path tree formed by merging the unicast routes
from the source to each receiver, similar to what could be
obtained using protocols like Distance Vector Multicast
Routing Protocol (DVMRP) [26] or Protocol Independent
Multicast (PIM) [27]. We ignore messages needed by these
protocols to maintain the tress, so as to give a conservative
comparison. To implement multicast in Gnutella-like ran-
dom graph, each node in that overlay multicast network
maintains a neighbor table with network addresses of its
neighbors. Our design for multicast in Gnutella-like ran-
dom graph bounds the number of neighbors to be at least
4 and not more than 12 of neighbors. We use a generic
flooding mechanism to discover and respond to multicast
queries in the random graph.
4.2. PlanetLab experiments

Our objective of this PlanetLab experimental setup is to
evaluate the performance of LST overlay network and Bos

overlay multicast streaming network with differing groups
of elected SuperPeers in real world Internet-scale environ-
ment. We implement and deploy Bos in the PlanetLab
[11], and run overlay multicasting experiments to evaluate
the effectiveness and performance of the Bos overlay multi-
casting. In this experiment, we select one node in each site
as a representation of the site because there may be many
nodes (at least more than 5) that are very close by residing
in each of these sites in the PlanetLab testbed. By using
PlanetLab sites instead of nodes, this would enable a closer
replica of Internet-scale environment – we have a total of
230 sites. We choose differing groups of PlanetLab sites
(in groups of 20, 40, 60 and 81 sites) that possess the crite-
ria of SuperPeers to become the elected SuperPeers – the
distribution of the elected SuperPeers ranges from 9% to
35% of the PlanetLab sites. The rest of the PlanetLab sites
are Peers in the Peers layer. We use planet-

lab2.ewi.tudelft.nl as the root (source) of the Bos

multicast tree, generating a 560 Kbits/s (70 Kbytes/s)
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multicast stream in the multicast tree. The Round-Trip-
Time (RTT) performance metrics are measured using
Internet control management protocol (ICMP) ‘ping’ with
15-ping measurements between every two sites. We are inter-
ested in the network distances between nodes and ignore as
much as possible any network-related conditions. Therefore,
we take the minimum of the site-to-site RTT metric to avoid
biases in the experimental results due to high variations in
RTT measurements. We map the PlanetLab sites into two-
dimensional Euclidean space for our Internet subspace
geometry. Fig. 15 visualize the two-dimensional geometric
Yao-graph structure for a group of 81 PlanetLab sites.
0
500040003000200010000

Overlay Cost

1200

1000
5. Performance evaluation and results

5.1. Geometric overlay (LST) performance in massive scale

networks

The first simulation experiment evaluates the LST over-
lay network performance in massive scale networks.
800

600

400

200

0

N
et

w
or

k 
C

os
t

500040003000200010000

Overlay Cost

Fig. 16. LST overlay network cost versus underlay network cost for group
rank 72, 96 and 148 of the network model 0.
5.1.1. Overlay cost vs underlay cost

For each of the source-destination SuperPeers pair, we
compare the LST overlay network cost and underlay net-
work cost on a path-by-path basis. That is, we measure
and compare the network cost between two nodes for
direct IP communication utilizing the underlying network
and the cost of using the overlay network. Fig. 16 shows
the scatterplot performance of geometric SuperPeers-to-
Peers overlay hierarchy for group rank 72, 96 and 148,
respectively. The X-axis is the LST overlay network cost
and the Y-axis is the underlay network cost. The solid lin-
ear line gives the indication of network cost being equal to
the overlay cost and its purpose is to show this boundary.
The results show that for some cases, using the LST over-
lay network for communications outperforms the direct IP-
based communications in the underlying network. It also
shows that the LST overlay network communications’
latencies are reasonable in delivering messages relative to
their direct underlay communications. These results are
expected because all overlay communications usually suffer
a slightly higher communication cost than the direct
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Internet communications. This is due to the overlay
network routing that is usually not as optimal as direct
communications in the underlying network – these results
are consistent with performance seen in Resilient Overlay
Network (RON) [28].

5.1.2. In-degree/out-degree of a SuperPeer

The in-degree/out-degree of a SuperPeer denotes the
number of In/Out neighbors that are maintained by that
SuperPeer. For a SuperPeer to limit its outbound network
bandwidth, it must limit its out-degree in the overlay net-
work, otherwise, its forwarding capacity can be exceeded.
The out-degree of a node in our Yao-graph is bounded at
most s and its in-degree may be as high as N � 1 where s
is the number of sectors and N is the total number of
nodes. In our LST overlay network, the out-degree of the
SuperPeer is bounded at most 6, which is reasonably small.
A SuperPeer with a high in-degree may easily become
exhausted. It is interesting to find out the in-degree of the
Yao-graph in our LST overlay network using the massive
scale networks.

For each network model and group, we compute the in-
degree/out-degree of each SuperPeer. The distributions of
mean and maximum node degree for different group ranks
are shown in Fig. 17. As expected, the maximum out-
degree of a SuperPeer in our Yao-graph is 6. The experi-
mental results show that the average in-degree is the same

as that of average out-degree, i.e. the average in-degree is
equal to the average out-degree in our experiments. It is
evident that the average in-degree of each group is rela-
tively small, with a maximum of 6. A small average in-
degree in our LST overlay network suggests a low link

stress (as defined in [29]) in the massive scale networks.
The maximal in-degree of group rank 1 is 150, which is still
realistic. The maximum out-degree is 6 due to the bounding
characteristics of our Yao-graph structure in two-dimen-
sional geometric space which has six sectors connecting
six closest neighbors.
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LST SuperPeers overlay.
Fig. 18 illustrates the standard deviation of in-degree
and out-degree for different group ranks. It is evident that
the standard deviation of the SuperPeer’s out-degree
decreases as group rank decreases for 150–1. This indicates
that the standard deviation of out-degree decreases as the
group size increases. The standard deviation of out-degree
is small: the minimum standard deviation of out-degree is
0.34 in group rank 2 and maximum standard deviation is
1.22 in group rank 130, giving an average of 0.98 over all
groups. Again, this result is expected. For each group, all
SuperPeers in our Yao-graph have their out-degree
bounded at most 6.

However, the standard deviation of SuperPeer’s in-
degree increases with the group size. The minimum stan-
dard deviation of in-degree is 1.37 in group rank 138 and
maximum standard deviation of in-degree is 5.3 in group
rank 1, giving an average of 2.03 over all groups. This
shows that the in-degree of the SuperPeer can be high. This
is due to the possibility that this special neighbor is the only
nearest neighbor to many other SuperPeers. To overcome
the possibility of exhausting a SuperPeer’s in-degree, undi-
rected sparsified Yao-graph can be considered. Basically, a
sparsified Yao-graph is a Yao-graph whereby only the short-
est incoming edge is selected for incoming link if the in-
degree of a sector exceeds one (see the Appendix).

5.2. Geometric overlay multicasting (Bos) performance in

massive scale networks

In the previous section, we have shown the efficiency of
the LST overlay network in massive scale networks. This
second part of the experiment evaluates the performance
of Bos overlay multicast streaming in massive scale net-
works. In each group, the elected SuperPeers send multi-
cast messages to all other SuperPeers. We compare the
results of Bos overlay multicasting with the results pub-
lished in Scribe and SplitStream and discuss the implica-
tions. Then, we repeat the experiments with IP multicast,
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multicast using IP unicast scheme, and multicast in Gnutel-
la-like random graph. We then compare their multicast
performance results with the overlay multicast perfor-
mance of Bos.
5.2.1. Link stress

Link stress quantifies the load on the network which is
equivalent to the number of packets sent over the link.
Link stress [30] is measured as the number of duplicate
packets carried by each network physical link during the
overlay multicasting. A node with high link stress can be
easily exhausted. Fig. 19 shows the histogram distribution
of the mean link stress for the Bos overlay multicast net-
work, when a message is multicast in each group of the
total 1500 groups (10 networks, 150 groups in each net-
work), i.e. it shows histogram distribution of the mean link
stress for all the links in all groups.

Our results show that most links have low stress: the
mean link stress is 4.4, with standard deviation 5.6. This
means that the mean link stress induced by Bos is approx-
imately 4.4 times higher than IP multicast on the same
experiment. Our result is acceptable but moderately higher
than the result in Scribe, which generates 3.4 times higher
mean link stress than IP multicast. The mean link stress
in SplitStream is 1.28 times higher than IP multicast –
SplitStream has a lower link stress and this is because of
multiple multicast trees created by SplitStream which dis-
tribute the multicast load. As shown in the tail of the plots
in Fig. 19, only 1 link has a mean link stress of 100 and 52
links have mean link stress of 20. In total, 2% (523 links out
of a total of 25,391 links) of the links have mean link stress
more than or equal to 20. This is relatively small in number.

We examine the maximum link stress and notice that
Bos has maximum link stress of 100 which is much smaller
than the maximum link stress of 4031 published in Scribe.
However, the Scribe results are generated for 100,000
nodes in the overlay network whereas our results are
derived from 10,000 SuperPeers at the SuperPeers layer
and the rest of 90,000 Peers are connected directly to the
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Fig. 19. Histogram distribution of mean link stress in Bos SuperPeers
overlay multicasting.
SuperPeers. In general, our comparisons show that Bos

has a lower maximum link stress due to its network-aware
SuperPeers–Peers geometric overlay hierarchy and it has
acceptable mean link stress.
5.2.2. Node stress

Node stress quantifies the load on nodes which is equiv-
alent to the number of messages that it receives. End nodes
in the overlay multicast network are responsible for main-
taining routing information and for forwarding and dupli-
cating packets whereas routers perform these tasks in IP
multicast. We measure the node stress by counting the
number of nodes in each node’s routing table and the num-
ber of messages received by each node when members join
the groups. Fig. 20 shows the distribution of mean and
standard deviation of node stress for each group in Bos.
For all 1500 groups, the mean node stress are between
4.81 in group rank 134 to 7.75 in group rank 1, giving an
average of 7.08 over all groups. This average result (7.08)
is close to the average node stress published in Scribe which
has an average node stress of 6.2. It is also lower than the
configuration in SplitStream whereby the desired in-degree
and node stress is typically set to 16. This suggests that Bos

overlay multicast streaming is efficient in spreading data
over all nodes. Our experimental results also show that
the standard deviation of node stress are between 1.41 in
group rank 109 to 2.76 in group rank 97, giving an average
of 2.25 over all groups. Among all the 1500 groups, the
maximum node stress is 110. These results suggest that in
Bos, end nodes just need to forward multicast messages
only to a small number of other nodes and this is helpful
to achieve scalability.

Scribe and SplitStream make use of some mechanisms to
limit a node’s out-degree, thus they may add extra com-
plexity. Scribe uses a built-in mechanism (‘push-down’).
When a node has reached its maximal out-degree and it
receives a request for connectivity from a new prospective
child, it provides that new prospective child with a list of
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its current children that are able to accept the request. This
prospective child then seeks to be adopted by the child
from the list with the lowest delay. This procedure contin-
ues recursively down the tree until a node is found that can
take that prospective child. This is guaranteed to terminate
successfully with a single Scribe tree provided each node is
required to take on at least one child. However, this proce-
dure is not guaranteed to work in SplitStream [14] which
builds forest of multiple multicast trees. The reason is that
a leaf node in one tree may be an interior node in another
tree, and it may have already reached its out-degree limit
with children in this other tree. SplitStream adds several
procedures to limit its out-degree by introducing ‘‘Locating
parents’’ and ‘‘Spare capacity group’’ schemes. In the
‘‘Location parents’’ scheme, the node first adopts the pro-
spective child regardless of the out-degree limit. Then, it
evaluates its new set of children to select a child to reject
as an orphan. This selection is made in an attempt to max-
imize the efficiency of the SplitStream forest. If the orphan
has not found a parent, it sends an anycast message to a
special Scribe group (‘‘Spare capacity group’’). The node
stress of each SplitStream node is published to be equal
to its desired in-degree, and this enable nodes in Split-
Stream with sufficient bandwidth to participate in the sys-
tem. Depending on the configuration of the SplitStream,
the desired in-degree is typically set to 16 which means
all nodes will have their in-degree and node stress of 16.

To evaluate the Bos’ underlay connectivity, we examine
the underlay physical node degree which measures the
node’s average number of underlay connectivity. The dis-
tribution of mean and standard deviation of underlay
physical node degree for each group in Bos is shown in
Fig. 21. It reveals that the mean underlay node degree is
relatively small: between 2.8 in group rank 53–5.4 in group
rank 144, giving an average of 3.17 over all groups. As
shown, the standard deviation of the underlay node degree
is between 2.05 in group rank 110–4.2 in group rank 2, giv-
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Fig. 21. Distribution of mean and standard deviation of underlay node
degree in Bos SuperPeers overlay multicasting.
ing an average of 2.74 over all groups. Over all the 1500
groups, the maximum underlay node degree is 40, mini-
mum underlay node degree is 1, giving an average of
3.17. These results suggest that in the Bos overlay multicast
service, end underlay nodes just need to forward multicast
messages only to a small number of other nodes.

5.2.3. Relative Delay Penalty (RDP) and Relative Average

Delay Penalty (RAD)
Overlay multicast adds some delays to messages and

delay penalty helps to quantify the goodness of an overlay
multicast. To evaluate this delay penalty in Bos, we mea-
sure the delays to deliver a message to each member of a
group using both overlay and IP multicast. We evaluate
the delay penalty with two metrics: Relative Delay Penalty
(RDP) and Relative Average Delay Penalty (RAD). The
average RDP computes the average of the ratio of overlay
multicast network delays between any a pair of SuperPeer
group members in Bos and their corresponding underlay
network shortest path delays; while Relative Average
Delay Penalty (RAD) computes a ratio between the aver-
age overlay delays in a group using Bos and average delays
using IP multicast. The RAD measurements may show the
relative paths of each packet when sent over a multicast
tree.

Fig. 22 shows average RDP distribution versus group
ranks. Our results show that the maximum average RDP
is 3.8 in rank 1 and minimum average RDP is 1.64 in group
rank 135, giving an overall mean of the average RDP is
2.08 over all groups. In addition, 50% of the groups have
an average RDP of at most 2.18. For all group members
in all the groups, we note that there are more than
57.05% of the group members have RDP less than 2.25,
and more than 62.7% of the group members have RDP less
than 4. These results are relatively close but slightly higher
than the results published in Scribe: average RDP is 1.81 in
group rank 1 consisting of 100,000 nodes and for all
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groups, there are more than 80% of the group members
have RDP less than 2.25, and more than 98% of the group
members have RDP less than 4.

The results suggest that Bos overlay multicast stream-
ing network delay is acceptable when compared with the
corresponding underlay network delay. The average RDP
decreases as the group size decreases. Bos has a slightly

higher average RDP than Scribe because we use the
localized random compass routing algorithm of LST
for the calculation of the optimal geometric routing path
(between a root and any other nodes) to construct the
optimal-path overlay multicast tree. Although the use
of this mechanism is efficient, fast and reliable in geomet-
ric overlay network [31], but with extra delays are
incurred to guarantee packet delivery in Yao-graph topol-
ogy of the multicast trees.

The RAD distribution versus group ranks is shown in
Fig. 23. The maximum RAD (worst case) is 5.03 in
group rank 1 and the minimum RAD is 2.03 in group
rank 149, giving an average RAD of 2.8 over all group
ranks. Significantly in Bos, smaller group size has better
comparable performance and there are 50% of the
groups having a RAD of at most 2.95. For Scribe,
50% of groups show good performance – RAD is at
most 1.68 and in worst case, the maximum RAD is 2.
Whereas for SplitStream, the average RAD is approxi-
mately 2 under some typical configurations (i.e. the
desired in-degree for all nodes is 16, and the forwarding
capacity of all nodes is 16). The RAD results of Bos are
reasonable but the RAD results of Scribe and Split-
Stream are slightly better. This is because Scribe and
SplitStream use Pastry’s short routes property but there
is tradeoff between the node degree and its delay penalty
performance.

We proceed to evaluate and compare Bos’s multicast
performance with other multicast methods: multicast using
IP unicast scheme, IP multicast, and multicast in Gnutella-
like random graph using the same massive scale networks.
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5.2.4. Transmission cost

We compare the total transmission cost (both delay and
hop counts) using Bos, IP multicast, multicast using IP uni-
cast scheme and multicast in Gnutella-like random graph.
The total cost is calculated by summing the delay or hop
cost of sending a packet from one group member to the rest
of the group members. Fig. 24 shows the comparison of the
total delay cost versus group ranks.

As expected, IP multicast is the best performer and mul-
ticast in Gnutella-like random graph is the worst. In statis-
tical sense, the total delay cost in Bos is between minimum
cost of 15,856.2 ms in group rank 148 to maximum cost of
460,487 ms in group rank 1, giving an average cost of
68,169.3 ms over all group ranks. For massive networks
(group rank 1–20), the Bos overlay multicast streaming ser-
vice outperforms the multicast using IP unicast scheme.
However, Bos slacks in its total delay cost performance
metric from group rank 20 onwards (i.e. network group
size <223 nodes). As the network group size shrinks from
223 nodes, the multicast using IP unicast scheme performs
slightly better. This is obviously clear that during overlay
multicast, Bos is more efficient in massive network size than
small network size. For smaller network group size, the
multicast using IP unicast scheme is suitable because it does
not have the complexities of multicast membership and
routing. Significantly, in group rank 1, the total delay cost
in Bos is 86% less than the multicast using IP unicast
scheme, and approximately 30% higher than IP multicast
scheme. This indicates strictly that the Bos overlay multi-
cast network has a reasonably good control of the total
delay cost in massive scale network size.

Fig. 25 shows the comparison results in total hop
counts. The total hop counts in Bos is between minimum
cost of 296.5 in group rank 148 to maximum cost of
8894.8 in group rank 1, giving an average cost of 1280.2
over all group ranks. The results show that IP multicast
always outperforms except for group rank 1 whereby Bos

performs better. That is, Bos is 38.8% much cheaper in
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terms of total hop counts than IP multicast for group rank
1 which consists of 100,000 nodes in the network. This con-
firms that Bos is more cost-effective than IP multicast in
terms of hop counts during overlay multicasting in massive
scale network. This is due to the fact that we have a two-
tier architecture in Bos overlay multicast streaming net-
work. This gives the flexibility of selecting efficient overlay
paths through the low-latency and high-bandwidth back-
bone network connectivity of the SuperPeers at SuperPeers
layer. In addition, this allows a smaller number of hop
counts in the overlay multicast network as compared to
the underlay network.

We observe that multicast in Gnutella-like random
graph is the worst performer in terms of hop counts. This
is because random graph uses flooding to distribute data,
therefore it generates lots of duplicate messages. For large
network size (i.e. group rank 1–17), the Bos overlay multi-
cast streaming network outperforms the multicast using IP
unicast scheme, whereby the cost reduction in terms of hop
counts reaches about 90% in group rank 1. Similar to the
results of the total delay cost metric observed in Fig. 24,
the multicast using IP unicast scheme performs slightly bet-
ter than Bos in small network group size. As shown in
Fig. 25, Bos slightly slacks in its hop counts’ performance
metric from group rank 17 onwards (i.e. network group
size < 271 nodes). As the network group size shrinks from
271 nodes, the multicast using IP unicast scheme performs
slightly better. This is due to the lack of multicast member-
ship and routing complexities in the multicast using IP uni-
cast scheme for small network group size. In this aspect of
comparison with multicast using IP unicast scheme, both
the results observed in total delay costs and hop counts
are similar. We conclude that Bos is more efficient to per-
form overlay multicasting in massive network size.

5.2.5. Duplicate messages

This second experiment measures the number of dupli-
cate packets on a single group. Duplicate messages waste
network resources and increase the additional load on a
network link. Note that the duplicate message for any
native IP multicast tree is zero. So in this experiment, mea-
surements are made for the total number of duplicate mes-
sages received by end systems (IP layer) in Bos and
multicast in Gnutella-like random graph, as we have illus-
trated in Fig. 26.

As expected, the number of duplicate increases with
increasing network group size. For multicast in Gnutella-
like random graph, the average maximum number of dupli-
cate messages is 35,376 in group rank 1, and the minimum
number of duplicate messages is 60.5 in group rank 147,
giving an average value of 846.2 over all groups. In con-
trast, Bos gives much better results: the maximum number
of duplicate messages is 404.3 in group rank 1 and mini-
mum number of duplicate messages is 10.5 in group rank
132, giving an average maximum number of duplicate mes-
sages of 49.4 over all groups. Bos overlay multicast stream-
ing outperforms multicast in Gnutella-like random graph in
terms of the number of duplicate messages generated. The
huge reduction in number of duplicate messages in com-
parison is as much as it reaches 98% in group rank 1. This
is because random graph scheme uses flooding algorithm
which produces many duplicate messages during
multicasting.

We also find that Bos has a small average percentage of
duplicate messages (less than 5%) received by end nodes
over all the groups. Our result is better than Scribe which
has published result of 16% if the overlay configuration
parameter is 4. This results indicate that Bos gives a much
better overlay multicast performance as compared to mul-
ticast in Gnutella-like random graph. This is because of the
network awareness of Bos during overlay multicast stream-
ing that helps to scale and boost the multicast efficiency
and performance.

5.3. Geometric overlay (LST) performance in PlanetLab

We use the same performance metrics that we have used
in the massive networks’ experiments to quantify the per-
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formance of the LST overlay network and Bos overlay
multicast streaming network in real-world Internet-scale
environment (PlanetLab).
5.3.1. Overlay cost vs underlay cost

Similarly, we compare the LST overlay network and
underlay network cost on a path-by-path basis for each
of the source-destination PlanetLab sites (SuperPeers).
Fig. 27 shows the scatterplot performance of the geometric
SuperPeers-to-Peers overlay hierarchy for groups of 20, 40,
60 and 81 SuperPeers, respectively. The X-axis is the LST
overlay network cost and the Y-axis is the underlay net-
work cost. The solid linear line gives the indication of net-
work cost being equal to the overlay cost and its purpose is
to show this boundary. We confirm the observation of the
LST overlay network performance in the massive scale net-
works. For some cases in the PlanetLab experimental
results, using the LST overlay network for communication
outperforms the direct Internet communications in the
underlying network. The network awareness of the under-
lying network latencies between nodes helps the construc-
tion of the LST overlay network and contributes to the
reasonably good overlay performance. Of course, in gen-
eral, the LST overlay network suffer slightly higher com-
munication cost than the direct Internet communications
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Fig. 27. LST overlay network cost versus
because it is not possible to achieve the same optimal rout-
ing performance as the underlying network.
5.3.2. In/Out-degree of a SuperPeer
The node degree in the overlay network represents the

number of overlay network connections to other nodes that
must be maintained by that node. A small average node
degree results in better load balancing in the overlay net-
work and thus a low underlying network load. That is,
when we have small average node degree in the overlay net-
work, it means that there is no network connection in the
underlying network that will be significantly congested.
Fig. 28 shows the average in-degree/out-degree of Planet-
Lab sites (SuperPeers) for groups of 20, 40, 60 and 81
SuperPeers. The X-axis is the node degree d, and the Y-axis
is the probability density function (pdf) of the node degree
in our PlanetLab experiments consisting of different groups
of SuperPeers. As expected, the Yao-graph in our LST
overlay network bounds the out-degree of the SuperPeer
to at most 6 which is reasonably small. The average in-
degree for every group of SuperPeers is equal to the aver-
age out-degree which ranges from 3.7 to 5.2 – this is similar
to our experimental results in massive scale networks.
Overall, the in-degree results show a wider variance and
has lower pdf spread across the groups of SuperPeers. Sim-
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ilar to the experimental results in massive scale networks, a
small average in-degree in our LST overlay network sug-
gests a low link stress in the PlanetLab.

5.4. Geometric overlay multicasting (Bos) performance in

PlanetLab

We use the performance metrics of link stress, node
(site) stress and Relative Delay Penalty (RDP) to quantify
the network-aware geometric overlay multicasting (Bos)
performance in the real-world Internet-scale environment
(PlanetLab).

5.4.1. Link stress

We measure the link stress as the number of duplicate
packets carried by each network physical link incurred
during overlay multicasting in Bos. Fig. 29 shows the his-
togram distribution of the mean link stress for the Bos

overlay multicast network in differing groups of Planet-
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Fig. 29. Average link stress for different SuperPeers group sizes in
PlanetLab.
Lab sites as the elected SuperPeers in Bos. That is, it
shows the histogram distribution of the mean link stress
for all the links in all groups. The results show that most
links have low stress in the Bos overlay multicast stream-
ing network. The average link stress is 2.29, with stan-
dard deviation 3.14. This means that the average link
stress induced by Bos is approximately 2.29 times higher
than that for an IP multicast on the same experiment.
There are 63.5% (125 links out of 197 links in total) of
the links having their mean link stress of 1. The signifi-
cance lies in the tail of the plots in Fig. 29. In total,
there are 20 links having their mean link stress of 5
and above. That is, there are only 10% of the total num-
ber of links have their mean link stress more than or
equal to 5. This is relatively small in number. In general,
this results confirm that Bos overlay multicast streaming
network has low average link stress and thus it has high

efficiency.

5.4.2. Node (site) stress

We measure the node stress by counting the number of
sites in each site’s routing table and the number of mes-
sages received by each site. Fig. 30 shows the distribution
of mean and standard deviation of node (site) stress for
each group of PlanetLab sites as the elected as the SuperP-
eers in Bos. Table 1 shows the mean, standard deviation
and maximum node stress for each group of PlanetLab
sites.

All the results indicate that the mean node stress is small
(<2). This suggests that Bos is able to spread data over all
sites efficiently. In Bos, end sites just need to forward mul-
ticast messages only to a small number of other sites. This
results confirm that Bos can achieve reasonably good scala-

bility by reducing the load imposed on the sites in the Bos

overlay multicast streaming network. We note that Bos

performs well in terms of node (site) stress when small
number of overlay sites (20 sites out of 230 sites) are elected
as the SuperPeers.
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PlanetLab.



Table 1
Distribution of node stress in PlanetLab

Groups Mean SD Max

81 SuperPeer Sites 1.98 2.01 11
60 SuperPeer Sites 1.97 1.81 11
40 SuperPeer Sites 1.95 1.88 10
20 SuperPeer Sites 1.9 1.12 5
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5.4.3. Relative Delay Penalty (RDP)

We evaluate the delay penalty using the Relative Delay
Penalty (RDP) performance metric which computes the
ratio of overlay multicast network delays between any pairs
of SuperPeer group members in Bos and their correspond-
ing underlay network delays. Fig. 31 and Table 2 show the
average RDP distribution versus differing groups of Planet-
Lab sites elected as SuperPeers in Bos. The average RDPs
for different groups are very small (61.18) and the overall
mean of the average RDPs is 1.15. In addition, for all
group members in all groups, more than 84% of the group
members have RDP less than 2, and more than 98.5% of
the group members have RDP less than 4. All these results
further confirm that Bos is able to deliver data efficiently to
the group members with reasonable overlay network delay
when compared with its underlay network delay. Hence,
we conclude that the overlay multicast streaming perfor-
mance of Bos is acceptable when compared with direct
IP-based communication in the underlying network. We
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Fig. 31. Average Relative Delay Penalty (RDP) for different SuperPeers
group sizes in PlanetLab.

Table 2
Distribution of Average Relative Delay Penalty (RDP) in PlanetLab

Groups Mean SD Max

81 SuperPeer Sites 1.18 1.29 56.99
60 SuperPeer Sites 1.16 0.31 15.74
40 SuperPeer Sites 1.17 0.34 8.95
20 SuperPeer Sites 1.11 0.05 1.96
also note that Bos performs well in terms of RDP when
small number of overlay sites are elected as the SuperPeers.

6. Related work

Scribe [12,13] is a scalable application-level multicast
built on Pastry [32]. Multicast overlay maintenance and
optimization can be handled locally. The Scribe tree opti-
mization uses a bottleneck remover whereby a parent can
request a child to switch its role to a sibling. SplitStream
[14] is a high-bandwidth and low-latency multicast service
for cooperative environments that is also built on Pastry.
It splits the content into multiple stripes and multicast.
Each stripe using a separate tree. In this way, the system
load will be spread evenly across Peers and it increases
resilience and robustness.

Bayeux [33] is a source-specific, application-level multi-
cast scheme that is built on top of Tapestry (which has sim-
ilar prefix-based routing as Pastry) routing infrastructure.
Bayeux trees are source-specific, since the source acts as a
centralized management function. Bayeux uses forward-
path algorithm in building multicast trees, while Scribe uses
reverse path forwarding scheme. Both schemes provides
comparable routing delay behaviors. However, Scribe has
a lower link stress performance than Bayeux. Bayeux pro-
poses a scheme to scale to a larger numbers of receivers by
restricting the service model to a single traffic source and
are not well suited for applications such as multi-player
games, massive scale distributed collaborative applications.

CAN-Multicast [34] is built on top of Content Address-
able Network (CAN), by creating a separate CAN overlay
for each multicast group, and then perform flooding of
multicast messages to all nodes. CAN-Multicast is capable
to scale large group size in a distributed way by exploiting
the CAN topologies (i.e. virtual coordinate space) and
eliminate the requirement of having multicast routing algo-
rithms to construct distribution trees. Any group member
can be a source, and only group members forward the
multicast.

Bayeux and CAN-based multicast are similar in that
they achieve scalability by leveraging the scalable routing
infrastructure provided by CAN and Tapestry. Fundamen-
tally, Bayeux supports only source-specific multicast whilst
CAN-based multicast allows any group member to act as a
traffic source. Bayeux uses an explicit protocol to set up
and tear down a distribution tree from the source to the
set of receiver nodes. On the other hand, CAN-based mul-
ticast exploits the CAN structure and does not require a
routing protocol to explicitly construct distribution trees.
Castro et al. [12] show that tree-based overlay multicast
built on top of Pastry provides better performance than
trees built on top of CAN by making a comparative study
of building overlay multicast on these two overlay
networks.

Our work (Bos) differs from previous research because
we exploit accurate and scalable Internet geometry to
design a network-aware SuperPeers–Peers geometric
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overlay hierarchy. We propose the use of Yao-graph at the
SuperPeers layers to provide a low-latency and high-band-
width backbone infrastructure to serve the Peers in Peers
layer. Optimal-path overlay multicast tree is created at
the SuperPeers layer for efficient and scalable overlay mul-
ticasting. Yao-graph has been used to build power efficient
wireless ad hoc networks [19] because of its lightweight
local topology maintenance structure.

There are several key advantages in Bos overlay multi-
cast streaming network:

• The Yao-graph structure enables a new multicast group
member to join the group and find the group member
with the optimal geometric routes between the multicast
members. This also means that the new group member
would be able to locate the group member with the best
performance metric (i.e. RTTs) between them using the
node-to-node geometric distances that are computed in
a scalable manner. So, the overlay multicast infrastruc-
ture is built with optimized network metric and the mul-
ticast group will achieve much better performance as the
multicast group grows.

• The multicast tree is an optimal tree structure to ensure
that there is no multicast routing loops formed – Yao-

graph has EMST characteristic. On the other hand,
overlay multicast service built on mesh overlay is more
complex in eradicating multicast routing loops.

• The LST overlay network has efficient local overlay
topology maintenance management and it has less over-
head messages between the group members to manage
the multicast overlay. This is because multicast member-
ship management is restricted to the immediate six clos-
est neighbors. This will help to reduce the overlay
multicast service interruption probability from node
churn.

• The Yao-graph created at the SuperPeers layer is able to
bound their number of outgoing links to at most 6. This
will help to limit the number of multicast forwarding
messages in the outgoing links (i.e. out-degree) of every
multicast group member in the multicast tree. So, the
outbound network bandwidth of each multicast group
member is being controlled to reduce overloading dur-
ing overlay multicasting. In addition, the network-aware
SuperPeers–Peers geometric overlay hierarchy helps to
scale the overlay multicasting.

Yao-graph is also used to construct efficient network
topology for small mobile ad hoc networks to minimize
overhead traffic management. To the best of our knowl-
edge, Yao-graph has not been previously studied for the
design of network-aware geometric overlay network to
provide Internet-scale multicasting.

7. Conclusion

Since we cannot ignore the underlying network metric
such as delay latency (RTTs) between nodes to construct
efficient overlay network for multicasting, we propose
and design a network-aware geometric overlay network.
We leverage on the observation in our scalability meta-
metric [2] that subspace embedding (Euclidean space) in
small partitioned clusters consisting of closer nodes will
achieve better embedding accuracy. We exploit this result
in our Internet geometry (Highways) to compute node
coordinates in local and global geometric spaces and pro-
vide accurate geometric distances between nodes in Euclid-
ean space. Once the locality of nodes in the underlying
network has been determined in a scalable manner, the
selective placement of nodes in the geometric overlay is
done efficiently.

A network-aware SuperPeers–Peers geometric overlay
hierarchy is proposed and designed to scale the overlay net-
work communication and management – Lightweight
SuperPeers Topology (LST). The SuperPeers layer provides
a low-latency and high-bandwidth backbone infrastructure
for the Peers in the lower Peers layer. Yao-graph is con-
structed at the SuperPeers layer whereby every SuperPeer
is connected to six closest neighbors in two-dimensional
Euclidean space. We propose to create geometric overlay
multicast service (Bos) at the LST SuperPeers overlay. Opti-
mal-path overlay multicast tree is built on the Yao-graph

structure at the SuperPeers layer based on optimal geomet-
ric routing paths between SuperPeers derived from the
LST’s localized random compass routing algorithm.

To evaluate the effectiveness and scalability of our pro-
posals, we conduct simulation experiments on 10 massive
scale networks each consisting of 100,000 nodes, and carry
out deployment experiments in PlanetLab’s real world
Internet-scale environment. Our performance evaluation
results show that overlay multicasting using network-aware
geometric overlay hierarchy approach achieves high effi-

ciency and good scalability in massive scale and wide-area
networks. This is due to the scalable design of network
awareness and node locality properties in our geometric
overlay multicast streaming network (Bos) that help to
scale and boost the multicast efficiency, quality and
performance.
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Appendix. The Yao-graph

We consider a fully meshed connected graph G(V,E),
where V corresponds to a set of points in the Euclidean
space R2, and E to the set of edges with weight correspond-
ing to the Euclidean length of an edge.

Definition 2. Given any finite V � R2 and let s 2 IN is an
integer. For any pair of nodes u, v, let Su,v denote the sector
(or cone) of u containing node v. Suppose that the space
around every node v 2 V is cut into s sectors with angle
h ¼ 2p

s . Then the Yao-graph YGh(V) of V consists of the
following set of links (see Fig. 32):

E ¼
ðu; vÞju; v 2 V and there is now 2 V

with w 2 Su;v and kuwk < kuvk

� �

Lemma 3. Let p 2 R2 be a point and S be a sector originat-

ing at p. Furthermore, let q and r be two points in S with

ipqi 6 ipri. Then kqrk 6 kprk � 1� 2sin h
2

� �� �
kpqk.

Proof. Consider Fig. 33. In this figure, q 0 represents the
point on the line from p to r with the same distance to p

as q. Applying the triangle inequality to q, q 0, and r, we get

kqrk 6 kqq0k þ kq0rk
iqq 0i is certainly maximized if q and q 0 are on opposite sides
of the sector. Hence,

kqq0k 6 2 sin
h
2

� �
� kpqk

Moreover,

kq0rk ¼ kprk � kpq0k ¼ kprk � kpqk
Substituting above yields
Fig. 32. An example of a Yao-graph.

p

q

q’
r

Fig. 33. The sector of p that contains r.
kqrk 6 2 sin
h
2

� �
� kpqk þ kprk � kpqk

¼ kprk � 1� 2 sin
h
2

� �� �
kpqk �

The drawback of the Yao-graph is that, although its out-
degree is at most s, its in-degree may be as high as N � 1
for N nodes. Various subgraphs of the Yao-graph have
been suggested to remove this drawback. We will present
two of them here.

Definition 4. The sparsified Yao-graph SpYGh(V) is a
subgraph of YGh(V) with link set

E ¼
½c�cðu; vÞ 2 EðYGhðV ÞÞj for all w 2 V

with ðw; vÞ 2 EðYGhðV ÞÞ
and w 2 Su;v : kvwk > kuvk

8><
>:

9>=
>;

In words, for every sector of every node v, the sparsified
Yao-graph only keeps the shortest of all links into v. Hence,
the sparsified Yao-graph has an in-degree of at most s and
an out-degree of at most s, and therefore a degree of at
most 2s.

Definition 5. The symmetric Yao-graph SyYGh(V) is a sub-
graph of YGh(V) with link set

E ¼ fðu; vÞ 2 EðYGhðV ÞÞjðu; vÞ 2 EðYGhðV ÞÞg
In words, the symmetric Yao-graph only keeps a link
(u,v) if not only v is the nearest neighbor of u in Su,v

but also u is the nearest neighbor of v in Sv,u. Hence,
the symmetric Yao-graph has a degree of at most s.
Obviously,

SyYGhðV Þ � SpYGhðV Þ � YGhðV Þ
Fig. 34 shows that there are cases in which the edge sets of
the different graphs are proper subsets of each other. Thus,
it suffices to prove connectivity for SyYGh(V) in order to
prove connectivity for both variants of the Yao-graph.

Definition 6. A Minimum Spanning Tree (MST) of a con-
nected weighted graph with N nodes and W edges, is
defined as the tree connecting all the nodes that minimizes
the sum of the link weights. That is, a MST is a tree with-
out any loops which connects all the nodes with the lowest
cost (weights) among all the candidate trees. A Euclidean
MST (EMST) is an MST where weight of a link is its
Euclidean distance in the Euclidean space of R2. Using
Kruskal’s algorithm [35], the computation of the MST of
the connected weighted graph requires O(W log N). In
the case of a geometric graph in two-dimensional geometric
space, the calculation of the EMST can be done in O(N
logN)[36].

Theorem 7. Consider any finite V � R2, then the Euclidean

Minimum Spanning Tree of V is a subgraph of the Yao-

graph.



Fig. 34. The Yao-graph, the sparsified Yao-graph, and the symmetric Yao-graph of a point set.
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Proof. See A. C.-C. Yao, On constructing minimum span-
ning trees in k-dimensional spaces and related problem.
[8]. h
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