Viral conductance: Quantifying the robustness of networks with respect to spread of epidemics
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ABSTRACT

In this paper, we propose a novel measure, viral conductance (VC), to assess the robustness of complex networks with respect to the spread of SIS epidemics. In contrast to classical measures that assess the robustness of networks based on the epidemic threshold above which an epidemic takes place, the new measure incorporates the fraction of infected nodes at steady state for all possible effective infection strengths. Through examples, we show that VC provides more insight about the robustness of networks than does the epidemic threshold. We also address the paradoxical robustness of Barabási–Albert preferential attachment networks. Even though this class of networks is characterized by a vanishing epidemic threshold, the epidemic requires high effective infection strength to cause a major outbreak. On the contrary, in homogeneous networks the effective infection strength does not need to be very much beyond the epidemic threshold to cause a major outbreak. To overcome computational complexities, we propose a heuristic to compute the VC for large networks with high accuracy. Simulations show that the heuristic gives an accurate approximation of the exact value of the VC. Moreover, we derive upper and lower bounds of the new measure. We also apply the new measure to assess the robustness of different types of network structures, i.e. Watts–Strogatz small world, Barabási–Albert, correlated preferential attachment, Internet AS-level, and social networks. The extensive simulations show that in Watts–Strogatz small world networks, the increase in probability of rewiring decreases the robustness of networks. Additionally, VC confirms that the irregularity in node degrees decreases the robustness of the network. Furthermore, the new measure reveals insights about design and mitigation strategies of infrastructure and social networks.

Published by Elsevier B.V.

1. Introduction

Our daily activities increasingly rely on complex networks, for example the power grid, the Internet, and transportation networks. In contrast to simple networks, such as regular or Erdős–Rényi (ER) random networks [2], complex networks are characterized by a large number of vertices (from hundreds of thousands to billions of nodes), a low density of links, clustering effects, and power-law node-degree distribution [3,4]. Being so large, complex networks are often controlled in a decentralized way and show properties of self-organization. However, even if decentralization and self-organization theoretically reduce the risk of failure, complex networks can experience disruptive and massive failure. While many technological networks are still vulnerable to attacks, their robustness can be analyzed through their topological metrics. For example, the robustness of overlay networks in peer-to-peer networks and service overlay networks is assessed through their topological metrics [5]. Since our daily routines would cease if the technological information infrastructure were to disintegrate, maintaining the highest levels of robustness in complex networks is crucial. Therefore, as a first step, we need to be able to assess the robustness of networks, which obviously depends on the type of attack.

Among the various scenarios of attack that damage infrastructure, the spread of epidemics caused by large scale attacks has become a crucial issue affecting modern life. For example, in 2001 and 2004, respectively, the Code Red and Sasser computer viruses infected numerous computers, resulting in costly global damages. Furthermore, many attacks range from theft, modification, and destruction of data, to dismantling of entire networks. In addition to technological networks, epidemics also spread in social networks, much like human diseases, like influenza [9,10], widely spread among individuals in contact with each other. In this paper, we study the robustness of networks with respect to the spread of epidemics that follow the susceptible/infected/susceptible (SIS) model. The SIS model can describe how an infection spreads in
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networks, and its dynamic is described by any change of a node's state with time. Thus, an infected node infects any susceptible neighbor with infection rate $\beta$, which is the number of infection trials per unit time. Then, the infected node cures itself with cure rate $\delta$, and it becomes susceptible to a new infection. The ratio between $\beta$ and $\delta$ is called the effective spreading rate $\tau$. The epidemic threshold $\tau_c$ is a function of network characteristics and a specific value of the effective spreading rate above which an epidemic outbreak takes place. When an epidemic outbreak takes place in the network, a persistent fraction of infected population exists at the steady state, and this fraction does not depend on the initial condition of the infection in the network, but it only depends on the effective infection rate and the epidemic threshold. Consequently, assessing the robustness of complex networks not only allows us to compare the robustness among different network structures, but also gives insights about mitigation strategies plans and the design of future network infrastructures. However, even given the network topology, assessing the robustness of networks is difficult. On one hand, one way to measure the impact of the epidemic is by the number of infected nodes at steady state, which is not explicitly related to the topological characteristics of the networks. On the other hand, the epidemic threshold $\tau_c$, used as a measure of the robustness of the network in the literature [6,7], does not take into account the number of infected nodes. Ultimately, the epidemic threshold is not adequate for assessing the network robustness.

In this paper, we propose a novel metric viral conductance (VC) to assess the robustness of networks with respect to the spread of SIS epidemics. The new metric considers the value of epidemic threshold and the number of infected nodes at steady state above the threshold. Thus, the higher the value of VC, the lower the robustness of the network. One very interesting result obtained using VC, concerns the robustness of Barabási–Albert (BA) preferential attachment (PA) networks. While previous work stressed the fact that the epidemic threshold is close to zero in those networks, VC can quantify the fraction of infected nodes for increasing value of the effective spreading rates above the threshold. As a matter of fact, infinite Barabási–Albert (BA) preferential attachment (PA) networks with vanishing epidemic thresholds can still require strong epidemics to have major outbreaks, while in homogeneous random networks, an epidemic does not need to be very much beyond the threshold to cause major outbreaks. Due to the computational complexity, we propose a heuristic to actually compute the VC for large networks. Moreover, we derive upper and lower bounds for VC. We performed extensive simulations to validate the new metric, the bounds and the heuristic, and to show how the new heuristic outperforms our previous heuristic presented as work-in-progress in [1]. The numerical evaluation focuses on assessing the robustness of different types of networks, e.g. correlated preferential attachment (PA) networks, Watts–Strogatz (WS) small world networks [4] and Barabási–Albert (BA) preferential attachment (PA) networks [8]. Our results show that assortative PA networks have lower VC than disassortative PA networks when only the average node degree is preserved. Qualitatively, we compare between the robustness of Watts–Strogatz (WS) networks and Barabási–Albert (BA) preferential attachment (PA) networks, and we show cases where Watts–Strogatz (WS) networks are less robust than Barabási–Albert (BA) preferential attachment (PA) networks and vice versa. In addition, for a given irregular network, we rewired the network to make it almost regular by decreasing the variance of the node degrees, and we computed the VC before and after the regularization.

We summarize the contributions of the paper as follows:

- Introducing a new robustness measure VC with respect to the spread of SIS epidemics.
- Comparing between VC and the epidemic threshold and showing cases where the epidemic threshold fails to assess the robustness of networks.
- Showing that Barabási–Albert (BA) preferential attachment (PA) networks require strong epidemics to have major outbreaks.
- Introducing a computational heuristic for VC and upper and lower bounds.
- Presenting a framework to compare the robustness of Watts–Strogatz (WS) networks and Barabási–Albert (BA) preferential attachment (PA) networks.
- Applying VC to a weighted social network to evaluate the efficiency of mitigation strategies.

The rest of this paper is organized as follows. In Section 2, we review the literature and related work. In Section 3, we review the mathematical models of epidemic spread and their applications to different types of networks, and we compare the epidemic thresholds with average fraction of infection. We propose the new robustness metric with respect to epidemic spread, the viral conductance VC, we compare between the classical measure and VC, and we discuss the robustness of Barabási–Albert (BA) preferential attachment networks in Section 4. In Section 5, a summary of some useful properties of infected nodes at steady state are presented. In Section 6, we propose a heuristic to compare viral conductance, and we derive upper and lower bounds for viral conductance. We present the numerical results in Section 7, and the main conclusions and future work are summarized in Section 8.

2. Related work

In biology, the history of epidemic modeling dates back to the eighteenth century when Bernoulli proposed the first deterministic epidemic model for smallpox, which was followed by other deterministic and stochastic epidemic models during the last two centuries [33–36]. Those models introduced the basic reproductive number $R_0$, which is the average number of secondary infections due to a single infected case in the population. If $R_0 > 1$, the epidemic spreads in the population, while if $R_0 < 1$, the epidemic dies out without causing an outbreak. In complex network theory, the work in [7,16] found the epidemic threshold, which is a function of $R_0$, for SIS epidemics using the heterogeneous mean field approach. The authors of [7,16] conclude that the threshold is a function of the heterogeneity of the network represented by the second moment of the node degree distribution. Later, an exact expression of the epidemic threshold emerged in the framework of spectral graph theory in [14,32]. The work in [7] also concludes that epidemics can spread on any scale-free network regardless of its effective infection rate when the number of nodes in the network approaches infinity. In other words, all scale-free networks are vulnerable to epidemic spread. However, finite scale-free networks have a non-zero epidemic threshold. Therefore, they are not always vulnerable to epidemic attacks.

Recently, biological epidemic models have been adapted to study the spread of viruses in technological networks as shown in [11–14]. For example, in [11], the authors propose deterministic and probabilistic models to predict the size of the infected population in homogeneous networks. Unfortunately, the models do not consider the heterogeneous structure of networks, and hence, they cannot be used to measure the robustness of generic networks with respect to the spread of epidemics. In [13], the authors propose a discrete-time epidemic model to predict the infection size, finding that the epidemic threshold is the reciprocal of the largest eigenvalue of the network adjacency matrix. Meanwhile, the N-Intertwined model in [14] reproduced the epidemic threshold in [13] based on a continuous time Markov chain process. Also the
N-Intertwined model explicitly reveals the role of the network in spreading epidemics. However, it does not introduce a metric to assess the robustness of networks.

In summary, using only the epidemic threshold as a measure for robustness is common practice: the larger the epidemic threshold, the more robust a network is against the spread of an epidemic, as in [6]. However, in Section 4, we will show some examples of networks where the epidemic threshold fails to assess their robustness, properly. Moreover, none of the works in the literature combine both the effective spreading rate and the infected population to describe the robustness of the network with respect to epidemic spreading. Specifically, then, we show that the robustness of networks depends on the value of the epidemic threshold \( \tau_c \) (or its reciprocal) as well as the fraction of the infected population above the threshold.

3. Review of epidemic models

In this section, we review basic results about the spread of susceptible–infected–susceptible (SIS) epidemics on networks. The SIS infection model, which arose in mathematical biology, is often used to model the spread of epidemics [11,15,16,23,33,38], epidemic algorithms for information dissemination in unreliable distributed systems like P2P and ad-hoc networks [17,18], and propagation of faults and failures in BGP networks [19]. The SIS model analytically reveals how a node’s state changes between the two \( S \) and \( I \) states in complex networks. To clarify, during the spread of an epidemic, a node is in one of the two states. First, an infected node can infect susceptible neighbors with infection rate \( \beta \). Also, an infected node can cure itself with a cure rate \( \delta \) and become susceptible to re-infection. Additionally, the ratio between \( \beta \) and \( \delta \) is called the effective infection rate, \( \tau = \beta / \delta \). Moreover, the epidemic threshold \( \tau_c \) can be defined as follows: for effective spreading rates below \( \tau_c \), the epidemic contamination in the network dies out; the mean epidemic lifetime is of order \( \log n \), while for effective spreading rates above \( \tau_c \), the epidemic is prevalent, i.e., a persistent fraction of nodes remains infected with the mean epidemic lifetime [15] of the order \( e^{\tau c} \), for \( \tau \) sufficiently large. Thus, the epidemic threshold was found to be \( \tau_c = 1/\rho \), i.e., the reciprocal of the spectral radius \( \rho \) of the network adjacency matrix [13,14]. Another basic epidemic model in the literature is the SIR [37], which differs from the SIS model in many aspects. In the SIR model, the susceptible node becomes infected and later recovers without being susceptible to further infection. Therefore, this model has no steady state infected population fraction since all infected nodes recover, while in the SIS model, a steady state infected population fraction exists, and it depends on the effective infection rate and the network structure.

Below, we review the important results of the spread of SIS epidemics on regular, bi-partite, and random networks, and we also discuss how the epidemic threshold is related to the average fraction of infection at steady state.

3.1. Epidemic spread on regular, complete bi-partite, and random networks

We compare the fraction of infected nodes in the SIS model for different example networks and show that the value of the effective spreading rate \( \tau \) determines for which network this fraction is higher. The first and second example networks belong to the class of regular and complete bi-partite networks, respectively, while the last example addresses two different types of random network.

3.1.1. Epidemic spread on regular networks

This model is based on a classical result for SIS models by Kephart and White [11,20]. We consider a connected network on \( N \) nodes where every node has degree \( k \). We denote the number of infected nodes in the population at time \( t \) by \( Y(t) \). If the population \( N \) is sufficiently large, we can convert \( Y(t) \) to \( y(t) = Y(t)/N \), yielding a continuous quantity representing the fraction of infected nodes. Now the rate at which the fraction of infected nodes changes is due to two processes: susceptible nodes become infected and infected nodes become susceptible. Obviously, the rate at which the fraction \( y(t) \) grows is proportional to the fraction of susceptible nodes, i.e., \( 1 - y(t) \). Therefore, for every susceptible node, the rate of infection is the product of the infection rate per node \( (\beta) \), the degree of node \( (k) \), and the probability that on a given link the susceptible node connects to an infected node \( (y(t)) \). Therefore, we obtain the following differential equation describing the time evolution of \( y(t) \):

\[
\frac{dy(t)}{dt} = \beta y(t)(1 - y(t)) - \delta y(t)
\]

The steady state solution \( y_\infty(\tau) \) of Eq. (1) satisfies

\[
y_\infty(\tau) = \frac{\beta k - \delta}{\beta k} = 1 - \frac{1}{k \tau}
\]

Because an epidemic state only exists if \( y_\infty(\tau) > 0 \), we conclude that the epidemic threshold satisfies

\[
\tau_c = \frac{\beta}{\delta} = \frac{1}{k}
\]

Because for \( k \)-regular networks, the spectral radius of the adjacency matrix is equal to \( k \), see [21], Eq. (3) is in line with the result in [13].

3.1.2. Epidemic spread on complete bi-partite networks

A complete bi-partite network \( K_{MN} \) consists of two disjointed sets containing respectively \( M \) and \( N \) nodes, such that all nodes in one set are connected to all nodes in the other set, while within each set no connections occur. Notice that (core) telecommunication networks often can be modeled as a complete bi-partite topology. For instance, the so-called double-star topology (i.e., \( K_{MM} \) with \( M = 2 \)) is quite commonly used because it offers a high level of robustness against link failures. For example, the Amsterdam Internet Exchange (see [21], Eq. (3) is in line with the result in [13].

In [22,14], a model for epidemic spreading on the complete bi-partite network \( K_{MN} \) is presented. Using differential equations and two-state Markov processes, the authors show that above the epidemic threshold \( \tau_c = 1/\sqrt{MN} \), the fraction of infected nodes at the steady state for \( K_{MN} \) satisfies

\[
y_\infty(\tau) = \frac{(MN \tau^2 - 1)(M + N) \tau + 2}{\tau (M + N)(M \tau + 1)(N \tau + 1)}
\]

It is easy to verify that for the case \( M = N \), Eq. (4) reduces to Eq. (2), with \( k = N \).

3.1.3. Epidemic spread on random networks

Many classes of random networks are described by their statistical properties, for example Erdős–Rényi (ER), Watts–Strogatz (WS) and Barabási–Albert (BA) preferential attachment (PA) networks. Erdős–Rényi networks (ER) are homogeneous networks with binomial node degree distribution and average node degree \( k \). In Erdős–Rényi networks (ER), every node selects its neighbors with probability \( p \) independently. For large number of nodes \( N \) and for \( pN = k \), the node degree distribution becomes Poisson distribution with a tail that decays exponentially for large node degrees. Meanwhile, Barabási–Albert networks (BA) are built using the preferential attachment (PA) mechanism in which each node prefers
to connect with high node degree neighbors, and therefore the node degree distribution follows the power law distribution. We will use PA and BA equivalently to refer to Barabási–Albert preferential attachment networks. The literature shows that large BA networks are scale-free (SF) networks, and consequently are the most vulnerable networks to spread of epidemics. However, we study a counter example in which an Erdős–Rényi (ER) network can be more vulnerable to spread of epidemics than Barabási–Albert (BA) preferential attachment (PA) network given the same number of nodes. Fig. 1 shows the fraction of infected nodes at steady state $y_\infty(\tau)$ due to the spread of SIS epidemics for different effective infection rates $\tau = \beta/\delta$ on an ER network and a PA network with $10^4$ nodes. We observed that the epidemic threshold of PA is smaller than the epidemic threshold of an ER network showing that PA network is more vulnerable than ER network. However, there is an inversion in $y_\infty(\tau)$ curves and after the inversion, the ER network has higher steady state infection fraction than the PA network. In this region, the ER network is more vulnerable than the PA network. Thus, the two networks have two opposing features and it is not trivial to measure their robustness.

For a given network, because the range of $\tau$ values for which the epidemic prevails is infinitely large, from now on, instead of considering the effective spreading rate $\tau$, we look at the reciprocal of $\tau$, that is the effective curing rate $s = \delta/\beta$. We are interested in $y_\infty(s)$, the fraction of infected nodes in steady state, as a function of the effective curing rate. Note that the behavior of $y_\infty(s)$ around $s = 0$ reflects the behavior of the original system for $\tau \to \infty$. Moreover, the value of $y_\infty(s)$ for $s = \rho$ (the reciprocal of the epidemic threshold) is 0. Such a conversion leads to a closed area under the $y_\infty(s)$ curve. We denote $\overline{y}_\infty(s)$ to be the average fraction of infection at steady state defined over $0 \leq s \leq \rho$ and it is given by $\overline{y}_\infty = (1/\rho) \int_{0}^{\rho} y_\infty(s) ds$.

3.2. Average infection fraction versus the epidemic threshold

Next, we hypothesize a case study that shows that the epidemic threshold is not capable to assess the robustness of networks having the same average node degree $k$ within the same network class. Assume that the epidemic can have any effective cure rate $0 \leq s = (\delta/\beta) \leq \rho$, and every effective cure rate has a probability of infection at steady state $y_\infty(s)$. The average value of $y_\infty(s)$ over the defined range of $s$ is $\overline{y}_\infty$ infection fraction. Fig. 2 shows how the average infection fraction $\overline{y}_\infty$ is inversely proportional to the maximum eigenvalue $\rho$ (reciprocal of epidemic threshold) for networks that not only belong to the same class, but also have the same average node degree. Moreover, in Fig. 2(b), many networks with low average node degree and low maximum eigenvalue have a higher average infection fraction than other networks with high maximum eigenvalues and high average node degree. However, the average infection fraction shows a general tendency to increase with the maximum eigenvalue over different average node degree values. This tendency reflects that as the number of links increases, the average node degree increases too, so the chance for an outbreak to take place becomes more relevant and causes a higher number of incidences at steady state.

We conclude that neither the fraction of infection at steady nor the epidemic threshold can solely describe the robustness of networks with respect to spread of SIS epidemics in networks. Therefore, we need a new metric to quantify the robustness of networks considering both the fraction of infection at steady state and the epidemic threshold.

4. Viral conductance

Based on the above conclusions and the mathematical background, in this section, we propose a new metric to quantify the robustness of networks with respect to spread of SIS epidemics.

4.1. Definition of viral conductance VC

Because we are considering the effective curing rate $s$ as an independent variable, the area under the curve $y_\infty(s)$ is bounded. A logical way to consider the range of $s$ values as well as the fraction of infected nodes is to evaluate the area under the $y_\infty(s)$ curve. We can now introduce a new robustness measure with respect to epidemic spread, viral conductance VC, that takes into account all values of $s$, and hence $\tau$.

Definition 4.1. Viral conductance VC is a robustness measure of a given network $G$ with respect to the spread of epidemics. It represents the average fraction of infected nodes for all types of epidemic attacks that are capable of producing outbreaks in the network. For non-negative continuous variable, $y_\infty(s) = 1/N \sum_{i \in N} v_i(s)$ where $v_i(s) = (\sum_{j \in \text{neighbors}(i)} v_j(s))/(s + \sum_{j \in \text{neighbors}(i)} v_j(s))$ is the probability that node $i$ is infected at the steady state [14]; mathematically, VC is defined as follows:

$$\text{VC}(G) = \int_{0}^{\rho} y_\infty(s) ds = \rho \overline{y}_\infty$$

(5)

where $\rho$ is the spectral radius (i.e. maximum eigenvalue) of the adjacency matrix of network $G$ and $\overline{y}_\infty$ is the average value of the fraction of infected nodes for all $0 \leq s \leq \rho$.

We will now state two theorems for the viral conductance VC of a network $G$.

Theorem 4.2. For regular networks $G_k$, where every node has $k$ neighbors, $\text{VC}(G_k) = k/2$.

Proof. This follows directly from Eq. (2). ■

Theorem 4.3. For complete bi-partite networks $K_{MN}$, $\text{VC}(K_{MN})$ is as follows:

$$\text{VC}(K_{MN}) = \frac{(M + N)\sqrt{MN} - MN}{M + N} + \frac{(M - N)(N \ln M + M + N)}{M + N}$$

$$+ \frac{(M - N)(M \ln M - N \ln N)}{M + N}$$

(6)

Proof. This follows from applying Eq. (5) to Eq. (4). ■

The viral conductance VC can also be applied to random networks. For example in Fig. 1, the values of VC for Erdős–Rényi (ER)
and Barabási–Albert (BA) preferential attachment (PA) networks are 5.103 and 2.887, respectively. In this case, PA is more robust than ER.

4.2. Viral conductance versus the epidemic threshold

Traditionally, the epidemic threshold has been used to evaluate the robustness of networks with respect to spread of epidemics [6,7]. However, we present a case-study in which the epidemic threshold fails to assess the robustness of networks. Fig. 3 shows examples of networks with $N=10^4$ that almost have the same maximum eigenvalues (i.e. same epidemic thresholds), in which the epidemic threshold thus fails to accurately assess their robustness. Note that the difference between the maximum eigenvalue values in every pair of networks, $\{ER_1, PA1\}$ and $\{ER_2, PA2\}$, is very small and in the order of $10^{-4}$. Fig. 3 represents two ER networks and two PA networks. ER1 and ER2 networks have the same epidemic threshold as PA1 and PA2 networks, respectively.

Table 1 shows the numerical values of $\rho$ and $VC$ of the four networks discussed in Fig. 3. We notice that the value of $\rho$ for both ER1 and PA1 networks is the same, while the VC value of ER1 network is higher than the VC value of PA1 network. The same observation is applied on ER2 and PA2 networks. The difference between VC and $\rho$ is that VC represents the area under the $y_{\infty}(s)$ curve.

### 4.3. Paradoxical robustness of Barabási–Albert preferential attachment networks

We addressed the robustness of Erdős–Rényi (ER) networks and Barabási–Albert (BA) preferential attachment (PA) networks in Fig. 1 and we showed that there are two opposing features relate to the epidemic threshold and the fraction of infection at steady state. We summarize the opposing features as follows: On one hand, the PA network has a lower epidemic threshold than the ER network showing that the PA network is more vulnerable than ER network. On the other hand, the ER network has a higher fraction of infection at steady state than does the BA network. Therefore, looking independently look at the epidemic threshold or the steady state infection fraction to measure the robustness of networks is not sufficient. Additionally, to address the paradoxical robustness of PA networks, let us study the steady state infection curves for finite ER and PA networks as shown in Fig. 4. Because of the shrinking tail behavior of the fraction of infection at steady state, PA networks with very high $\rho$ (very low epidemic threshold) would still have tiny fractions of infected population within the region beyond and away from the maximum eigenvalue (reciprocal of the threshold). Infinite PA networks with large maximum eigenvalues (vanishing epidemic threshold) can still require strong epidemics to have major outbreaks, while in ER networks, an epidemic does not need to be very much beyond the reciprocal of the epidemic threshold to cause a major outbreak.

5. Properties of steady state infected population fraction

Here, we summarize basic properties of the steady state infected population $y_{\infty}(s)$ presented in the literature, which are very useful

### Table 1

<table>
<thead>
<tr>
<th>Metric</th>
<th>ER1</th>
<th>PA1</th>
<th>ER2</th>
<th>PA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>7.16</td>
<td>7.16</td>
<td>10.98</td>
<td>10.98</td>
</tr>
<tr>
<td>VC</td>
<td>3.093</td>
<td>1.652</td>
<td>5.097</td>
<td>2.672</td>
</tr>
</tbody>
</table>

Fig. 4. Examples of the fraction of infection at steady state $y_{\infty}(s)$ given different values of $s = \delta/\beta$ for both ER and PA networks with $N=10^4$ and $k=6, 8$ and 12.
for the computational heuristic for VC in Section 6. We also show new results and ideas based on the basic properties of an infected population at steady state. First, the role of the epidemic threshold was studied in the literature and found that for any connected network \( G \), denote \( \rho \) is the maximum eigenvalue of the adjacency matrix, such that \( y_\infty(\rho) = 0 \). Secondly, the fraction of infected population at the steady state \( y_\infty(s) \) can be written as \( y_\infty(s) = 1 - \sigma + O(s^2) \), where \( \sigma = (1/N) \sum_{i=1}^{N} d_i \) and \( d_i \) is the degree of node \( i \). Lastly, given a regular network with node degree \( d = k \), the fraction of infected nodes \( y_\infty(s) \) for \( s = k/2 \) equals \( 1/2 \). This result directly follows from Eq. (2). For further reading and proofs, we refer the reader to [14]. Below, we show new results about \( y_\infty(s) \) for \( s = k/2 \) (i.e. \( \tau = k/2 \)) for any network with average node degree \( k \).

**Lemma 5.1.** For any complete bi-partite network and for \( s = k/2 \), the fraction of infected nodes \( y_\infty(k/2) \) is bounded by \( 0.5147 \).

**Proof.** Let the total number of nodes in any complete bi-partite network be \( T = M \times N \). Then, substituting \( M = T - N \) in Eq. (4) for \( s = k/2 = (MN/N) \), we obtain the following equation:

\[
y_\infty \left( \frac{k}{2} \right) = \frac{T^4 + T^3N - 3T^2N^2 + 4TN^3 - 2N^4}{2T^4 + N^4 - T^2N^2} (7)
\]

Note that Eq. (7) is symmetric at \( N = T/2 \). By differentiating \( y_\infty(k/2) \) with respect to \( N \), we find that the \( N \) values at which the function obtains a maximum are 0.5T, 2.5908T, -1.5908T, 0.8587T and 0.1413T. Note that we only consider solutions that satisfy the condition \( 0 \leq N \leq T \). Due to the symmetry of Eq. (7), the maximum value of \( y_\infty(k/2) \) is 0.5147 for \( N = 0.8587T \) and \( N = 0.1413T \).

To address the effect of the network structure on the steady state probability of infection when \( s = k/2 \), we show a simple example on a ring network structure (\( \rho = k = 2 \)), where we rewired every link towards a common node. Fig. 5 represents the \( y_\infty(s) \) curve of every rewiring step. The figure shows that all the steady state infected population curves pass close to the point \((k/2,0.5)\). In addition, we performed extensive simulations to validate our assumption on different network classes with network sizes ranging from 100 nodes up to \( 3 \times 10^5 \) nodes with different connectivities. All the simulations are averaged over \( 10^3 \) runs. We randomly rewired a 100-node regular network with \( k = 10 \) and a 100-node Barabási–Albert (BA) preferential attachment (PA) network with \( k = 7.2 \) each with \( 10^3 \) rewiring steps, and we show that \( y_\infty(k/2) \) is very close to 0.5 as Table 2 shows. Moreover, we created \( 10^4 \)-node Barabási–Albert (BA) preferential attachment (PA) networks with \( k = 8, 12, 16 \) and 20. For every type of network, we computed the average and the variance values of \( y_\infty(k/2) \) as in Table 2. The results show that the average of samples of \( y_\infty(k/2) \) is very close to 0.5. Furthermore, we evaluated \( y_\infty(s = k/2) \) for Watts–Strogatz (WS) networks with network size \( N = 10^4 \), average node degree \( k = 4 \) and 6, and rewiring probability \( 0 \leq p \leq 1 \) as shown in Fig. 6(a). We noticed that Watts–Strogatz (WS) networks with \( k = 4 \) have a larger deviation from the value 0.5 than the networks with \( k = 6 \). Additionally, the deviation converges with the rewiring probability \( p \) reaches 1. Thus, the results show that \( y_\infty(k/2) \) can be approximated to 0.5 with small deviation. To study the effect of the finite network size on the value of \( y_\infty(k/2) \), we created Barabási–Albert (BA) preferential attachment (PA) networks with different sizes and different average node degrees, and we evaluated \( y_\infty(s = k/2) \) as shown in Fig. 6(b). Again, the results validate our assumption. We believe that for any connected network \( G(N,L) \) with average node degree \( k \), for \( s = k/2 \), the fraction of infected nodes at steady state is \( 0.5 + O(\varepsilon) \) where \( |\varepsilon| < 1 \). Therefore, in Section 6, where we propose a heuristic for the new robustness metric with respect to spread of epidemics, we neglect the parameter \( \varepsilon \) and assume that \( y_\infty(k/2) = 0.5 \).

**6. Computation of VC and bounds**

For general networks with heterogeneous structure, we cannot analytically compute the fraction of infected nodes \( y_\infty(s) \), and hence the viral conductance, explicitly. Moreover, computing the solution of \( y_\infty(s) \) for \( 0 \leq s \leq \rho \) numerically is not feasible for large scale networks. Therefore, in this section, we propose a heuristic for computing the viral conductance for general networks. We will use the lemmas and theorems of the previous section to construct a heuristic to compute the new robustness metric, VC. Our objective is to make the heuristic as simple as possible to avoid computation complexity.

**6.1. A heuristic for VC**

The heuristic mainly depends on fitting linear and non-linear functions passing through three main points on the steady state infected population curve \( y_\infty(s) \). The three points \((s, y_\infty(s))\) are as follows:

- **Point (0,1) where** \( s = 0 \) (i.e. \( \delta = 0 \)) and hence the whole network is infected at steady state (i.e. \( y_\infty(0) = 1 \)).
- **Point \((k/2,0.5)\) as discussed in Section 5.**
- **Point \((\rho,0)\), which is the reciprocal of the epidemic threshold where** the network is cured.

**Table 2**

<table>
<thead>
<tr>
<th>Network</th>
<th>( N )</th>
<th>( k )</th>
<th>Average</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomly rewired regular</td>
<td>( 10^2 )</td>
<td>10</td>
<td>0.499</td>
<td>( 2.784 \times 10^{-7} )</td>
</tr>
<tr>
<td>Preferential attachment</td>
<td>( 10^2 )</td>
<td>7.2</td>
<td>0.4849</td>
<td>( 2.59 \times 10^{-3} )</td>
</tr>
<tr>
<td>Preferential attachment</td>
<td>( 10^2 )</td>
<td>8</td>
<td>0.4885</td>
<td>( 2.34 \times 10^{-5} )</td>
</tr>
<tr>
<td>Preferential attachment</td>
<td>( 10^2 )</td>
<td>12</td>
<td>0.4838</td>
<td>( 2.01 \times 10^{-5} )</td>
</tr>
<tr>
<td>Preferential attachment</td>
<td>( 10^4 )</td>
<td>16</td>
<td>0.4881</td>
<td>( 1.806 \times 10^{-5} )</td>
</tr>
<tr>
<td>Preferential attachment</td>
<td>( 10^4 )</td>
<td>20</td>
<td>0.4881</td>
<td>( 1.8013 \times 10^{-5} )</td>
</tr>
</tbody>
</table>

**Fig. 5.** The steady infected populations of a ring network and its rewired versions.
The basic heuristic equation is as follows:

\[ y_{\text{heuristic}}(s) = \begin{cases} \frac{y_{1\min}(s) + y_{2\min}(s)}{2} & 0 \leq s \leq \frac{k}{2} \\ \frac{y_{1\min}(s) + y_{3\min}(s)}{2} & \frac{k}{2} \leq s \leq \rho \end{cases} \tag{8} \]

The function \( y_{\text{heuristic}}(s) \) is defined over two intervals of the range of \( s \). In each interval, \( y_{\text{heuristic}}(s) \) is the average of two fitting curves. For example, in the first interval where \( 0 \leq s \leq (k/2) \), \( y_{1\min}(s) \) is a decreasing exponential function, it continues to the second interval to the point \((\rho, 0)\) and therefore is constrained to pass by the three main points. The function \( y_{1\min}(s) \) is defined as follows:

\[ y_{1\min}(s) = \left( \frac{\rho - s}{\rho} \right) e^{-a s} \tag{9} \]

To obtain the value of the exponent coefficient \( a \), we solve \( y_{1\min}(s) \) at the point \((k/2, 0.5)\). Therefore, the value of \( a \) becomes as follows:

\[ a = \frac{2}{k} \ln \left( \frac{\rho}{\rho - \frac{k}{2}} \right) \tag{10} \]

Next, the second function in the first interval \( y_{2\min}(s) \) is a linear decreasing function, proposed to equalize any underestimation due to the exponential function \( y_{1\min}(s) \). It is defined as follows:

\[ y_{2\min}(s) = 1 - \frac{s}{k} \tag{11} \]

In the second interval, the function \( y_{3\min}(s) \) is a decreasing exponential function that passes through the points \((k/2, 0.5)\) and \((\rho, 0)\), proposed to follow the tail of the \( y_{\min}(s) \) curve that depends on the irregularity of the network. Thus, the function \( y_{3\min}(s) \) is defined as follows:

\[ y_{3\min}(s) = b(\rho - s)e^{-c s} \tag{12} \]

The exponent coefficient \( c \) depends on the irregularity of the network since \( \rho \geq k \) for all irregular networks [21]. Also, the total exponent of the exponential function of \( y_{3\min}(s) \) should be unitless; therefore, the exponent coefficient \( c \) has to hold a unit of \( (\text{node degree})^{-1} \). To compute the value of \( c \), we propose the following equation:

\[ c = \frac{1}{2} \sqrt{-1 + \sum_{i=1}^{N-1} 1_{i \in \text{ND}}} \frac{1}{\rho k} \tag{13} \]

\[ 1_{i \in \text{ND}} = \begin{cases} 1 & \text{if } i \in \text{ND} \\ 0 & \text{otherwise} \end{cases} \tag{14} \]

where \( 1_{i \in \text{ND}} \) is a set function of the node degree, and \( \text{ND} \) is the set of node degrees that exists in the network, and therefore \( \sum_{i=1}^{N-1} 1_{i \in \text{ND}} \) represents the irregularity of the network. Then, the constant \( b \) is computed as follows:

\[ b = \frac{e^{(k/2)^2}}{2\rho - k} \tag{15} \]

Note that for regular networks with degree \( k(k=\rho) \), the functions \( y_{1\min}(s) \) and \( y_{2\min}(s) \) become linear and they are similar to \( y_{2\min}(s) \), which is the exact \( y_{\min}(s) \) curve for regular networks.

By integrating \( y_{\text{heuristic}}(s) \) in Eq. (8), we obtain the final mathematical formula for the \( y_{\text{cheuristic}}(s) \) as follows:

\[ y_{\text{cheuristic}}(s) = \frac{3k}{8} - \frac{1}{\alpha} e^{-\alpha s} - \frac{b \rho}{c e^{-c k}} + \frac{b \rho}{c e^{-c (k/2)}} + e^{-\alpha s} \left( \frac{\rho}{e} + \frac{1}{\sigma^2} \right) + b e^{-c s} \left( \frac{\rho}{e} + \frac{1}{\sigma^2} \right) - b e^{-c (k/2)} \left( \frac{k}{2e} + \frac{1}{\sigma^2} \right) \tag{16} \]

6.2. Upper and lower bounds for \( VC \)

We formulated upper and lower bounds for \( VC \), depending on the topological characteristics of the network, to avoid underestimating and overestimating the actual value of \( VC \).

6.2.1. Upper bound

We know that the steady state infection population \( y_{\min}(s) \) is always a convex function [24] since connecting two points on the curve with a linear decreasing function renders the area under the linear function greater than the area under the actual curve (see Fig. 7). Therefore, we computed that area under the following linear functions: (1) a linear function that connects the points \((0, 1)\) and \((k/2, 0.5)\), and (2) a linear function that relates the points \((k/2, 0.5)\) and \((\rho, 0)\). Thus, we formulated the upper bound as follows:

\[ VC_{\text{UB}} = \int_{0}^{k/2} \left( 1 - \frac{s}{k} \right) ds + \int_{k/2}^{\rho} \frac{1}{k-2\rho} (s-\rho) ds \tag{17} \]

The VC upper bound \( VC_{\text{UB}} \) is as follows:

\[ VC_{\text{UB}} = \frac{1}{4}(k + \rho) \tag{18} \]

6.2.2. Lower bound

Section 5 shows that the slope of the steady state \( y_{\min}(s) \) at \( s=0 \) satisfies \(-\sigma\), where \( \sigma = (1/N) \sum_{i=1}^{N} 1/d_{i} \). Then using the line connecting the points \((k/2, 0.5)\) and \((k, 0)\) and the intersection point
between the tangent line \( y_\sigma(s) = 1 - \sigma s \) and the line \( y_\alpha(s) = 0.5 \), we constructed a lower bound \( V_{C_{LB}} \) as shown in Fig. 7. By applying Eq. (5), we found the following value for the lower bound:

\[
V_{C_{LB}} = \frac{1}{8} \left( \frac{1}{\sigma} + 3k \right)
\]

(19)

For any regular network with node degree \( k \), both the upper bound \( V_{C_{UB}} \) and lower bound \( V_{C_{LB}} \) lead to the same value of \( V^C = k/2 \).  

7. Numerical results

In this section, we numerically evaluate the robustness metric \( V_C \), the accuracy of the heuristic, and the bounds on different types of networks like synthetic networks with \( 10^4 \) nodes, real-world networks, and survey-based networks. The results are averaged over \( 10^5 \) runs.

7.1. Assortative and disassortative preferential attachment networks

In this subsection, we show how the new robustness measure \( V_C \) can differentiate between assortative and disassortative networks in which node degree correlation is observed. Such correlation is important since correlated networks exist in the real world. For example, social networks are classified as assortative networks, while technological and biological networks are classified as disassortative networks [25]. In assortative networks, nodes with similar node degrees are connected together, while in disassortative networks, nodes with different nodes degrees are connected together. Accordingly, we generated assortative and disassortative preferential attachment (PA) networks using the algorithm in [26]. The algorithm starts with a connected network having \( m_0 \leq N \) nodes. Every new node is connected to already existing nodes through two stages: In the first stage, a new node is connected to an existing node \( u \) with probability \( \pi_u = (d_u \sum d_i) \) where \( d_u \) is the degree of node \( u \); in the second stage, a new link between the new node and one of the neighbors \( s \) of the chosen node \( u \) in the first stage is added with probability \( p_s = \sum \frac{d_i}{\sum_{u \in d_s}} \) where \( \alpha \) is an assortative tuning coefficient, and \( d_s \) is the set of neighbors of individual \( u \) chosen in the first stage. The generated assortative and disassortative preferential attachment (PA) networks have different node degree distributions. We will address the analytical and numerical studies of the robustness of correlated PA networks having the same node degree distribution in our future work.

To show how \( V_C \) can distinguish among correlated networks and also that the heuristic is accurate and close to the exact \( V_C \), we evaluated \( V_C \) and \( V_C^{heuristic} \) on correlated PA networks with \( 10^4 \) nodes given different average node degrees \( k \) as in Fig. 8. We noticed that \( V_C^{heuristic} \) increases with \( k \), and it is close to the exact \( V_C \) for both types of networks. In addition, both exact \( V_C \) and \( V_C^{heuristic} \) of
assortative networks are lower than their corresponding values for disassortative networks, showing that the new heuristic is capable of evaluating the robustness of networks. Moreover, we compared the new heuristic presented in this paper with our previous heuristic presented as work-in-progress in [1]. In Fig. 8, we observed that the new heuristic $V_{\text{heuristic}}$ is closer to $V_{\text{exact}}$ than the previous heuristic $V_{\text{previous heuristic}}$. Additionally, the values of $V_{\text{heuristic}}$ of disassortative networks do not overlap with $V_{\text{exact}}$ and $V_{\text{heuristic}}$ for assortative networks. Consequently, the new heuristic outperforms the previous heuristic, and it is capable of evaluating the robustness of large networks for which the computation of $V_{\text{exact}}$ may not be feasible.

The robustness of assortative networks with respect to the spread of epidemics is also discussed in [25] showing that the giant component in assortative networks is smaller than in disassortative networks. On one hand, nodes with high degrees are connected together causing any epidemic to persist in the network. On the other hand, the epidemic survives in only a small portion of the network. Here, our results show that disassortative preferential attachment (PA) networks are more vulnerable than assortative preferential attachment (PA) networks. Notably, the algorithm used to create the correlated PA networks does not constrain the degree of the nodes in the networks. Therefore, few nodes with very large node degrees appear in the disassortative networks, and they are connected with low node degree nodes. Consequently they increase the network heterogeneity properties; once an epidemic reaches any node with large node degree, a major outbreak takes place in the network.

7.2. Watts–Strogatz small world model

We generated Watts–Strogatz (WS) small world networks [4] with a given number of nodes $N$ and average node degree $k$. To create a WS small world network, we started with a $k$-regular network; each node has $k/2$ links that connect it to its nearest counterclockwise neighbors, while the other $k/2$ links connect the same node to its nearest clockwise neighbors. Given a rewiring probability $p$, we started rewiring the clockwise links for every node. We created WS networks given $N = 10^4$ nodes with average node degrees $k = 4$, 6, 8, and 10 and different probability of rewiring $p$ ranging from 0 to 1. Then, we used those networks to evaluate the heuristic value $V_{\text{heuristic}}$. Compared with the exact values, and to study the effect of rewiring the network links on the values of the VC.

Fig. 9(a) and (b) shows how the exact value of VC changes with a probability of rewiring $p$ given $k = 4$ and 6, respectively. For networks with given regular node degrees ($p = 0$), VC equals $k/2$. In addition, the exact VC value and $V_{\text{heuristic}}$ non-linearly increase with the probability of rewiring $p$ because the irregularity of the network increases with $p$. We also verified the validity of the upper and lower bounds $V_{\text{UB}}$ and $V_{\text{LB}}$, noticing that for all networks with different average node degrees and different probability of rewiring, exact values of VC as well as heuristic values $V_{\text{heuristic}}$ are
bounded. To evaluate the deviation of VC\textsubscript{heuristic}, the upper bound and the lower bound, we normalized the results with respect to the exact value of VC as shown in Fig. 9(c) and (d) for \( k = 4 \) and 6, respectively. We observed that the deviation of the heuristic value of VC is bounded with the increase of rewiring probability \( p \). All the above analysis of VC was also applied to the WS small world networks with \( k = 8 \) and 10 with the same observations as discussed in this subsection.

7.3. Barabási–Albert preferential attachment network model

We generated Barabási–Albert (BA) preferential attachment (PA) networks as follows: we started with a small number \( m_0 \) of disconnected nodes; next we connected a new node to an existing node \( u \) with probability \( \pi_u = d_u / \sum j_d \), where \( d_u \) is the node degree of the existing node \( u \). The generated BA network is characterized as an uncorrelated Barabási–Albert (BA) preferential attachment (PA) network. We evaluated VC on the generated BA networks with \( N = 10^4 \) and \( k = 4, 6, 8 \) and 10 as shown in Fig. 10(a). The value of VC increases as \( k \) increases, and also the heuristic value of VC is close to its corresponding \( VC \) value. Moreover, both exact and heuristic VC values are bounded. Also, we evaluated the deviation of the heuristic VC values, and the upper and lower bounds by computing their normalized values with respect to the exact values of VC as shown in Fig. 10(b). We found that the heuristic slightly deviates from its exact value, and therefore it perfectly estimates the exact value of VC.

7.4. VC versus \( \rho \)

Here, we numerically present the differences between VC and \( \rho \) as shown in Fig. 11, which comprises models with 100 samples of results for a given network class with a certain average node degree \( k \). In general, the values of VC tends to increase with \( \rho \), and simultaneously both measures increase with the average node degrees. Note that within a module of samples, VC does not always need to increase with \( \rho \). We also observed that the slope for Watts–Strogatz (WS) networks results is higher than the slope in Barabási–Albert (BA) preferential attachment (PA) networks results. To relate the slope with VC and \( \rho \), recall that VC = \( VC \rho \), and therefore, the slope of the trend line is \( VC \rho \). To address the differences between VC and \( \rho \), let us compare the robustness of a WS network with \( k = 8 \) and a PA network with the same value of \( k \) as shown in the black box in Fig. 11. The value of \( \rho \) of the PA network is at least twice the value of \( \rho \) of WS network, and therefore the value of \( VC \rho \) of PA network is at most half its corresponding value of WS network. Such a trade-off was discussed earlier in the paper, so on one hand, we cannot measure the robustness of networks by considering only \( \rho \) or the average infection VC, yet on the other hand, VC combines both \( \rho \) and VC to account for them to measure the robustness of networks. Moreover, for any average node degree in PA networks, the samples widely scatter in the direction of \( \rho \) than VC in a given module, while samples from WS networks do not scatter largely. As a result, for a given value of \( \rho \), it is not difficult to obtain distinct values of VC for different networks. For example, for a given value of \( \rho \), WS networks are less robust than PA networks. Therefore, it is not necessary that PA networks are always more vulnerable than WS networks, and also \( \rho \) is not a unique robustness measure with respect to the spread of epidemics.

7.5. Internet AS-level networks

Next, we apply VC to measure networks like the Internet AS-level networks. Specifically, we employed three different networks, SKITTER [27] with 9204 nodes and \( k = 6.29 \), BGP [28] with 17446 nodes and \( k = 4.68 \), and WHOIS [29] with 7485 and \( k = 15.22 \), to measure their robustness and to study the effect of rewiring the networks with the value of VC. The rewiring process aims to decrease the variance of node degree by regularizing the network using the algorithm in [30]. Next, we compared the robustness
of each network in two cases: the original network and its regularized network. Table 3 shows that regularized networks have a lower VC heuristic than original networks. In addition, we used the metric $\kappa$ to assess the heterogeneity of the irregular and regularized networks. The metric $\kappa$ was introduced in the literature as the ratio between the second moment and the first moment of the node degree distribution. After regularizing a network, the heterogeneity of the network decreases leading to decrease the degrees of nodes with large degrees and to increase the degrees of nodes with low degrees. Therefore, all the node degrees are centered around the average degree value $k$ with low variance in node degrees, while the maximum degree and the minimum degree are $|k|$ and $|k|$, respectively. Consequently, $y_{\kappa}(s)$ curve of the regularized networks shrinks dramatically and approaches a linear decreasing function. Assessing the VC heuristic and $\kappa$, both metrics confirm that regular networks are more robust than irregular networks against the spread of epidemics. Moreover, the values of $\rho$ for irregular and regularized networks in Table 3 show that both values of VC and $\rho$ decrease when the networks are regularized. For every network, this behavior occurs due to the decrease in the maximum node degree, which upper-bounds the spectral radius of the network, resulting in a largely decreased area under the curve, and therefore VC decreases too.

### 7.6. Survey-based network

In this subsection, we applied VC to a social network created through a survey to study the spread of epidemics in rural regions. The survey was conducted in Clay Center, the county seat of Clay County in the State of Kansas, and the network was created based on the responses of Clay Center residents. The survey included questions about three main places, $\{R, W, G\}$, that the residents visit, and questions about three levels of contact each respondent makes with other individuals. The three levels of contact were defined as follows: (1) proximity contact, which happens when another person is passing within five feet, (2) direct-low contact, which happens when a person is directly touching another person for short time period, and (3) direct-high contact, which happens when a person is directly touching another person for a long time period. Every respondent $i$ provided the number of contacts $n_{ix}$ for every contact level $x$. We used the survey responses to create a weighted contact network with 138 nodes (respondents) and 9222 links (contacts) as shown in Fig. 12. The weight between respondent $i$ and respondent

---

Table 3  
VC heuristic, $V_{\text{heuristic}}$, $V_{\text{GIR}}$, $\rho$ and $\kappa$ of Internet AS-level networks and their regularized networks.

<table>
<thead>
<tr>
<th>Network Type</th>
<th>$V_{\text{GIR}}$</th>
<th>$V_{\text{heuristic}}$</th>
<th>$V_{\text{GIR}}$</th>
<th>$\rho$</th>
<th>Heterogeneity $\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKITTER</td>
<td>2.6041</td>
<td>4.3661</td>
<td>21.4559</td>
<td>79.53</td>
<td>42.0340</td>
</tr>
<tr>
<td>Regularized SKITTER</td>
<td>3.1415</td>
<td>3.1428</td>
<td>3.1559</td>
<td>6.33</td>
<td>6.3282</td>
</tr>
<tr>
<td>WHOIS</td>
<td>6.0708</td>
<td>9.7964</td>
<td>41.5197</td>
<td>150.8</td>
<td>150.86</td>
</tr>
<tr>
<td>Regularized WHOIS</td>
<td>7.6082</td>
<td>7.61</td>
<td>7.6130</td>
<td>15.23</td>
<td>15.224</td>
</tr>
<tr>
<td>BGP</td>
<td>1.9750</td>
<td>3.2877</td>
<td>19.4348</td>
<td>73.06</td>
<td>57.2345</td>
</tr>
<tr>
<td>Regularized BGP</td>
<td>2.3334</td>
<td>2.3385</td>
<td>2.3549</td>
<td>4.73</td>
<td>4.7221</td>
</tr>
</tbody>
</table>
Clearly, nodes Table the strength \( \text{SYNi,j} \) where \( \text{SYN} \) is applied, social strength \( \text{SYN} = i \), quantifies the highest strength nodes for all possible effective infection strategies. We compared the epidemic threshold with both the average fraction of infection at steady state and the viral conductance, and we show that the epidemic threshold is not an adequate measure to assess the robustness of networks. We also numerically found that when the effective cure rate equals half the average node degree, the fraction of infection at steady state is almost half the population. We verified our finding through extensive simulations on different networks with different sizes. Based on the previous property, we introduce a computational heuristic for the viral conductance, which is a function of the infected population and network characteristics. The heuristic aims to reduce the computational complexity of calculating the infected population at the steady state. In addition, we derive upper and lower bounds for the new measure, and we derive the analytical expression for viral conductance of both regular networks and bi-partite networks. We applied the new robustness measure to different types of network structures, and found that in Watts–Strogatz networks, the increase in probability of rewiring decreases the robustness of networks. Additionally, we found that the irregularity in node degrees decreases the robustness of the network. Moreover, within the considered set of correlated preferential attachment networks, the assortative structure of preferential attachment networks is more robust than the disassortative structure of preferential attachment networks. For all tested networks, the heuristic value perfectly approximates the exact value of the viral conductance and both are bounded using the proposed upper and lower bounds. Furthermore, the new robustness measure shows the effectiveness of different mitigation strategies on social networks.

Future work will explicitly focus on studying the robustness of correlated preferential attachment (PA) networks having the same node degree distribution. Additionally, given the number of nodes and links, VC can be used to design networks that maximize the robustness of the network with respect to the spread of epidemics. Moreover, the concept of viral conductance can be extended to measure the robustness with respect to the spread of epidemics that follow the susceptible/infected/recovered (SIR) epidemic model. We will also address the finite size effect on viral conductance, and we will analytically prove that the fraction of infection at steady state in the SIS model is almost half, when the effective curing rate equals one half of the average node degree.

### Table 4

<table>
<thead>
<tr>
<th>Mitigation strategy</th>
<th>VC</th>
<th>( \rho )</th>
<th>Immunized nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>None (weighted network)</td>
<td>71.4985</td>
<td>31.91</td>
<td>0</td>
</tr>
<tr>
<td>High strength node immunization</td>
<td>49.1791</td>
<td>23.89</td>
<td>14</td>
</tr>
<tr>
<td>High strength node immunization in location ( R )</td>
<td>49.4439</td>
<td>24.08</td>
<td>14</td>
</tr>
</tbody>
</table>

\( j \) is the average of the three contact levels. For contact level \( x \), we proposed the following equation:

\[
W_{x,i,j} = (1 - (1 - \mu_{i,j})^{\pi_x}) \cdot (1 - (1 - \mu_{i,j})^{\pi_x})
\]

(20)

where \( \pi_x \) is a constant that depends on the level of contact \( x \) and \( \mu_{i,j} \) quantifies the location responses for both respondents \( i \) and \( j \) as follows:

\[
\mu_{i,j} = \frac{1 + l_{i,j}}{1 + d}
\]

(21)

where \( d \) is the total number of locations, and \( l_{i,j} \) represents number of common locations that respondents \( i \) and \( j \) used to visit. For more details about the survey questions and the link weights, we refer the reader to [31].

We applied the measure VC to quantify the robustness of the social network with respect to the spread of SIS epidemics. We also applied some mitigation strategies to the network and used VC to rank them. Also, we studied mitigation strategies where 10% of the nodes were immunized. From a network point of view, the immunized nodes were removed from the network. Immunized nodes were selected based on (1) node strength (the sum of link weights of a node), (2) random selection, (3) random selection from a specific location, and (4) highest strength nodes from a specific location. Table 4 shows the values of VC and \( \rho \) in case of the absence of mitigation strategies and the most two effective mitigation strategies. Clearly, we notice that VC values, when mitigation strategies are applied, are lower than the VC value in absence of mitigation. Also, the highest strength mitigation strategy outperforms other mitigation strategies since it has the lowest VC value because highest strength nodes play a major role in spreading any epidemic. Also, the highest strength mitigation strategy outperforms the highest strength mitigation strategies that are applied at different locations because the former considers all nodes with the highest strength in the network regardless of their locations. This result agrees with the highest strength mitigation strategies presented in the literature (for example see [39]). Therefore, the highest strength mitigation strategy has the best effectiveness for reducing the spread of epidemics. Observing the values of robustness metrics in our example, we see that both VC and \( \rho \) rank the mitigation strategies similarly.

### 7.7. Results summary

We summarize the above results and analysis of robustness with respect to spread of epidemics in the following conclusions.

1. **Viral conductance is a better measure than the epidemic threshold for robustness of networks:** VC incorporates the fraction of infected nodes at steady state for all possible infection strengths.
2. **Increasing the probability of rewiring decreases the robustness of Watts–Strogatz (WS) networks:** The initial regular network in the Watts–Strogatz (WS) model has the lowest value of VC, and therefore it is the most robust of any other obtained network given the probability of rewiring \( 0 < \rho \leq 1 \).
3. **VC_{heuristic} is close to the exact value of VC.** The proposed heuristic satisfies the basic requirements of simplicity and high accuracy in addressing solutions for any expensive computation quantity.
4. VC_{UB} and VC_{LB} effectively bound VC and VC_{heuristic} from above and from below, respectively: Bounds give the feasible region in which the value of VC is predictable.
5. **Our numerical results show that the regular structure of a network has a minimum VC value compared to any other structure:** Given \( N \) nodes and \( L \) links, we can obtain \( \left( \begin{array}{c} N \\ 2 \end{array} \right) \) different network structures. We believe that the regular structure of a network is the most robust to any spread of epidemic.

### 8. Conclusions and future work

This paper aims to introduce a new measure, viral conductance VC, to assess the robustness of complex networks with respect to spread of epidemics. Viral conductance integrates the fraction of infected population at the steady state for all possible effective infection strengths an epidemic may possess. We compared the epidemic threshold with both the average fraction of infection at steady state and the viral conductance, and we show that the epidemic threshold is not an adequate measure to assess the robustness of networks. We also numerically found that when the effective cure rate equals half the average node degree, the fraction of infection at steady state is almost half the population. We verified our finding through extensive simulations on different networks with different sizes. Based on the previous property, we introduce a computational heuristic for the viral conductance, which is a function of the infected population and network characteristics. The heuristic aims to reduce the computational complexity of calculating the infected population at the steady state. In addition, we derive upper and lower bounds for the new measure, and we derive the analytical expression for viral conductance of both regular networks and bi-partite networks. We applied the new robustness measure to different types of network structures, and found that in Watts–Strogatz networks, the increase in probability of rewiring decreases the robustness of networks. Additionally, we found that the irregularity in node degrees decreases the robustness of the network. Moreover, within the considered set of correlated preferential attachment networks, the assortative structure of preferential attachment networks is more robust than the disassortative structure of preferential attachment networks. For all tested networks, the heuristic value perfectly approximates the exact value of the viral conductance and both are bounded using the proposed upper and lower bounds. Furthermore, the new robustness measure shows the effectiveness of different mitigation strategies on social networks.
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