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When transport in networks follows the shortest paths, the union of all shortest path trees \( G_{\text{USPT}} \) can be regarded as the “transport overlay network.” Overlay networks such as peer-to-peer networks or virtual private networks can be considered as a subgraph of \( G_{\text{USPT}} \). The traffic through the network is examined by the betweenness \( B_i \) of links in the overlay \( G_{\text{USPT}} \). The strength of disorder can be controlled by, e.g., tuning the extreme value index \( \alpha \) of the independent and identically distributed polynomial link weights. In the strong disorder limit (\( \alpha \to 0 \)), all transport flows over a critical backbone, the minimum spanning tree (MST). We investigate the betweenness distributions of wide classes of trees, such as the MST of those well-known network models and of various real-world complex networks. All these trees with different degree distributions (e.g., uniform, exponential, or power law) are found to possess a power law betweenness distribution %22Pr[B_i \approx j] \sim j^{-\epsilon}%. The exponent \( \epsilon \) seems to be positively correlated with the degree variance of the tree and to be insensitive of the size \( N \) of a network. In the weak disorder regime, transport in the network traverses many links. We show that a link with smaller link weight tends to carry more traffic. This negative correlation between link weight and betweenness depends on \( \alpha \) and the structure of the underlying topology.
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I. INTRODUCTION

Routing in communication networks is based on shortest paths [or the best approximation due to, e.g., the distracting influence of border gateway protocol (BGP)] between any two nodes of the network. The resources of a network are most efficiently used when traffic follows shortest paths [1]. In large complex networks, not all links have equal importance. For example, if two clusters are connected by one link, the removal of this link will disable all the traffic flowing between these two clusters. In contrast, the removal of a link connecting to a dead end whose degree is one, will have no effect on the other parts of the network. The importance of links is of primary interest for network resilience to attacks [2,3] and immunization against epidemics [4]. A good measure for “link or node importance” is the betweenness \( B_i(B_n) \) of a link (node), which is defined as the number of shortest paths between all possible pairs of nodes in the network that traverse the link (node). The betweenness \( B_i(B_n) \) which incorporates global information is a simplified quantity to assess the maximum possible traffic. Assuming that a unit packet is transmitted between each node pair, the betweenness \( B_i \) is the total amount of packets passing through a link.

The overlay \( G_{\text{USPT}} \), as shown in Fig. 1, is the union of the shortest paths between all possible node pairs, and it can be regarded as the “transport overlay network” on top of the underlying network topology or substrate. The overlay \( G_{\text{USPT}} \), which is a subgraph of the substrate in a weighted graph, determines the network’s performance: any link removed in \( G_{\text{USPT}} \) will definitely impact at least those flows of traffic that pass over that link. Since all the traffic traverses only the overlay \( G_{\text{USPT}} \) and all the nodes in the substrate also appear in the overlay \( G_{\text{USPT}} \), the betweenness of a node in the substrate is equal to the betweenness of that node in the overlay \( G_{\text{USPT}} \). A link in the substrate has betweenness 0 if it does not belong to the overlay \( G_{\text{USPT}} \). Otherwise, its link betweenness is the same as that in the overlay \( G_{\text{USPT}} \).

In this paper, we study the link betweenness of the overlay \( G_{\text{USPT}} \). The study of betweenness usually deals with scale-free trees [5–8] or scale-free networks [9,10] whose degree distribution follow a power law, i.e., %22Pr[D=k] \sim k^{-\gamma}%. However, the overlay \( G_{\text{USPT}} \) that we are going to examine possesses different degree distribution, e.g., uniform, exponential or power law distribution. The structure of the overlay network \( G_{\text{USPT}} \) can be controlled, e.g., by tuning the extreme value index \( \alpha \) of the independent and identically distributed (IID) polynomial link weights [11]. In the strong disorder limit (\( \alpha \to 0 \)), the overlay \( G_{\text{USPT}}(\alpha \to 0) \) becomes the minimum spanning tree (MST), a tree which has the minimum total weight of all possible spanning trees. The betweenness of the MST for various network models and real-world complex networks are surprisingly found to follow a power law. This power law betweenness distribution for MST holds more generally than in Erdős-Rényi random graph and scale-free networks as found in Ref. [12]. In addition, the relationship between the structural characteristics and its betweenness distribution is investigated. We study the correlation between the link weights and the corresponding link betweenness when the system is in weak disorder, in
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**FIG. 1.** (Color online) The overlay network \( G_{\text{USPT}} \).
stead of the correlation between the node betweenness and the node degree as in Refs. [12,13].

In Sec. II, we explain the notions of structural changes in the overlay $G_{\text{USPT}}(\alpha)$ as we tune the extreme value index $\alpha$. Simulation scenarios are mentioned. The correlation between link weight and its betweenness is investigated in Sec. III. Furthermore, the link betweenness distribution of the overlay $G_{\text{USPT}}$ that characterizes the traffic distribution is examined in Sec. IV. If $\alpha \to 0$, the overlay $G_{\text{USPT}}$ becomes the MST. The link betweenness of such overlay trees on top of network models as well as real-world networks are compared together with other classes of trees in Sec. V. Finally, our results are summarized in Sec. VI.

II. BASIC NOTIONS AND SIMULATION SCENARIOS

We restrict ourselves to additive link weights and non-directed graphs. Hence, the shortest path between two nodes is the path that minimizes the sum of the weights along the path. Since the shortest path (SP) is mainly sensitive to the smaller, non-negative link weights, the simplest distribution of the link weight $w$ with a distinct different behavior for small values than a regular distribution (Ref. [14], Chap. 16) is the polynomial distribution

$$F_w(x) = x^\alpha 1_{x \in [0,1]} + 1_{x \in (1,\infty)}, \quad \alpha > 0,$$

where the indicator function $1_x$ is one if $x$ is true else it is zero. The corresponding density is $f_w(x) = x^{\alpha-1}, \ 0 \leq x \leq 1$. The exponent

$$\alpha = \lim_{x \to 0} \frac{\ln F_w(x)}{\ln x}$$

is called the extreme value index of the probability distribution of $w$ and $\alpha = 1$ for uniform distributions. The link weights in a network are IID according to Eq. (1).

In Ref. [11], a transition is observed around a critical extreme value index $\alpha_c$ [15], that is defined by $\Pr(G_{\text{USPT}(\alpha=\alpha_c)}=\text{MST})=\frac{1}{2}$: When $\alpha \to 0$ (or in the $\alpha < \alpha_c$ regime for large networks), all flows are transported over the MST. Hence, $G_{\text{USPT}(\alpha=0)}=\text{MST}$ is also called an overlay tree. When $\alpha > \alpha_c$, transport in the network traverses many links. The $\alpha \to 0$ (or $\alpha < \alpha_c$ for large networks) regime corresponds to the strong disorder limit, where the total weight of a path is characterized by the maximum link weight along the path. The shortest path in this case is the path with the minimum value of the maximum link weight. When all links contribute to the total weight of the shortest path, the system is weak disordered, e.g., $\alpha > \alpha_c$. In fact, other distributions that could lead to strong disorder [16] would arrive at similar betweenness behavior, because the MST is probabilistically the same for various IID link weights distributions [17].

For the underlying topology, called the substrate, we consider the following complex network models: the Erdős-Rényi random graph $G_p(N)$, the square and the cubic lattice, and the Barabási-Albert (BA) power law model [18]. Traditionally, complex networks have been modeled as Erdős-Rényi random graphs $G_p(N)$, which can be generated from a set of $N$ nodes by randomly assigning a link with probability $p$ to each pair of nodes. In addition to their analytic tractability, the Erdős-Rényi random graphs are reasonably accurate models for peer-to-peer networks and ad hoc networks. The square lattice, in which each node has four neighbors, is the basic model of a transport network (Manhattan grid) as well as in percolation theory [19] and is frequently used to study the network traffic [20]. The power law degree distribution is followed by many natural and artificial networks such as the scientific collaborations [21], the world-wide web, and the Internet [22].

We carried out $10^4$ iterations for each simulation. Within each iteration, we randomly generate an underlying topology. Polynomial link weights with parameter $\alpha$ are assigned independently to each link. The overlay $G_{\text{USPT}}$ as well as its betweenness is found by calculating the shortest paths between all node pairs with Dijkstra's algorithm [23] for weak disorder regime. For the strong disorder limit $\alpha \to 0$, $G_{\text{USPT}}=\text{MST}$ is found by Kruskal's algorithm [24] on the corresponding network with uniform link weights, because with IID link weights, the structure of the MST is probabilistically the same for various link weights distributions [17].

III. LINK WEIGHT VERSUS LINK BETWEENNESS

Does a lower link weight implies a high link betweenness $B_j$? When polynomial link weights are independently assigned to links in the substrate, we randomly choose a link in each overlay network $G_{\text{USPT}}$. The betweenness of this link and the corresponding link weight are plotted in Fig. 2. According to Ref. [11], $\alpha_c=0.2$ [15] for Erdős-Rényi random graph with $N=100$ nodes. When the system is weakly disordered, i.e., $\alpha>\alpha_c$ [Figs. 2(b)–2(d)], a link with lower link weight is more likely to have higher betweenness. However, when $\alpha=0.2$ [Fig. 2(a)], where link weights possess relatively strong fluctuations, the correlation between link weight and betweenness disappears. Hence, a negative correlation exists between the link weight and its betweenness.

FIG. 2. (Color online) The link weight $w$ (cross) versus its link betweenness $j$ and $E[w|B_j=j]$ (square) the average link weight of links with given betweenness $j$ in the overlay $G_{\text{USPT}}$ on top of Erdős-Rényi random graph $G_{0.4}(100)$. 
for the weak disorder regime. The correlation becomes stronger as $\alpha$ increases, as illustrated in Table I where the linear correlation coefficient is equal to the covariance between the two random variables divided by their standard deviations. The increasing strength of the correlation for larger $\alpha$ is also reflected by Fig. 2, where as $\alpha$ increases, the plot of link weights become narrower.

The correlation between the weight and the betweenness of the link is shown to be dependent on the underlying graph as well as on the extreme value index $\alpha$ of the polynomial link weight distribution. For homogeneous network such as the Erdős-Rényi random graph and lattice, the correlation coefficient increases monotonically as $\alpha$ increases. However, in a the nonhomogeneous topology such as the BA power law network, the correlation coefficient decreases after a maximum has been reached. In a homogeneous network, when $\alpha$ is large, a link with lower link weight tends to attract more traffic. While in a nonhomogeneous topology, the relative importance of a link or its connectivity in substrate is also a determinant factor for its betweenness. In short, both the nonhomogeneity of the underlying topology and the link weight disorder (e.g., a smaller $\alpha$) contribute to the nonhomogeneity of the overlay $G_{U\text{SPT}}$, which reduces the correlation between link weight and betweenness.

IV. LINK BETWEENNESS DISTRIBUTION OF OVERLAY $G_{U\text{SPT}}$

The link betweenness represents the total traffic passing through a link if a unit packet is transmitted between each node pair. Hence, the link betweenness distribution reflects how the traffic is distributed over the network.

A. Overlay $G_{U\text{SPT}}$ on top of complex network models

As shown in Fig. 3(a), the traffic on the overlay $G_{U\text{SPT}}$ on top of $G_{0,4}(100)$ varies less for large $\alpha$, because the betweenness is distributed within a small range. When $\alpha$ is small, as shown in Fig. 3(b), the betweenness is ranging between approximately $1 - 2500$ for $N = 100$ and peaks appear on the betweenness at $n(N-1)$, where $1 \leq n \leq N - 1$.

A link is called critical if its removal will disconnect the overlay $G_{U\text{SPT}}$ into two clusters with $n$ and $N-n$ nodes. The betweenness of such critical link is $n(N-n)$, because all the traffic with source and destination separated in these two clusters will traverse this link. However, if a link has betweenness $n(N-n)$, the removal of this link does not necessarily disconnect the overlay graph.

As we decrease the extreme value index $\alpha$, the overlay $G_{U\text{SPT}}$ contains less links and it becomes tree-like or even an exact tree. Any link in a tree is critical. We consider, for example, the Erdős-Rényi random graph $G_{0,4}(100)$. When $\alpha = 0.2$, the average number of links in the overlay is 107.2. Within such a sparse overlay topology, a link is very likely to be critical, which contributes to the peaks in Fig. 3(b). A sparse overlay $G_{U\text{SPT}}$ is composed of the minimum spanning tree and few shortcuts, that direct a small part of the traffic. The largest link betweenness 2500 comes from the critical link which could separate the overlay network into two clusters each with $N/2 = 50$ nodes. A link has higher betweenness if it is critical and the maximal link betweenness is achieved when $n[\frac{N}{2}]$. Hence, the betweenness of any link in a graph with $N$ nodes obeys

$$B_j \leq \left\lfloor \frac{N}{2} \right\rfloor \left( N - \left\lfloor \frac{N}{2} \right\rfloor \right).$$

(2)

When the overlay becomes a tree, the magnitude of peaks at $n(N-n)$ also depends on the structure of the tree. For example, if the overlay network is a star with $N$ nodes, the link betweenness is always $N-1$. And if $G_{U\text{SPT}}$ is a line graph, the betweenness of a link is $n(N-n)$ with $n$ uniformly distributed over $[1, N-1]$. We find that the betweenness distribution of the overlay tree $G_{U\text{SPT} (\alpha = 0)}$ on top of the Erdős-Rényi random graph $G_p(N)$ follows a power law

$$\Pr[B_j = j] = c_0 j^{-c}, \quad N - 1 \leq j \leq \left\lfloor \frac{N}{2} \right\rfloor \left( N - \left\lfloor \frac{N}{2} \right\rfloor \right)$$

(3)

with exponent $c = 1.6$. Further, we observe that the overlay tree $G_{U\text{SPT} (\alpha = 0)}$ on top of other complex network models such as the lattice, cubic lattice or a BA model also seems to possess a power law betweenness distribution as illustrated in Fig. 4. The lower bound $N-1$ of the betweenness in a tree is attained at a link connected to a degree 1 node while the upper bound obeys Eq. (2). The exponent $c$ we found for

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.2</th>
<th>1.0</th>
<th>2.0</th>
<th>4.0</th>
<th>8.0</th>
<th>16.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{U\text{SPT}}$ on $G_{0,4}(100)$</td>
<td>-0.06</td>
<td>-0.61</td>
<td>-0.70</td>
<td>-0.78</td>
<td>-0.84</td>
<td>-0.84</td>
</tr>
<tr>
<td>$G_{U\text{SPT}}$ on square lattice $N = 100$</td>
<td>-0.22</td>
<td>-0.53</td>
<td>-0.54</td>
<td>-0.53</td>
<td>-0.53</td>
<td>-0.53</td>
</tr>
<tr>
<td>$G_{U\text{SPT}}$ on cubic lattice $N = 125$</td>
<td>-0.18</td>
<td>-0.60</td>
<td>-0.66</td>
<td>-0.67</td>
<td>-0.68</td>
<td>-0.68</td>
</tr>
<tr>
<td>$G_{U\text{SPT}}$ on BA $N = 100, m = 3$</td>
<td>-0.12</td>
<td>-0.53</td>
<td>-0.66</td>
<td>-0.60</td>
<td>-0.50</td>
<td>-0.49</td>
</tr>
</tbody>
</table>

TABLE I. The correlation coefficient between weight and betweenness of a link.
FIG. 4. (Color online) Link betweenness distribution (markers) of overlay tree $G_{\text{USPT}(a=0)}$ on top of complex network models and the corresponding linear fitting (dashed lines).

Erdős-Rényi ($c=1.6$) lattice ($c=1.33$) and BA model ($c=1.7$) with $N \sim 100$ are the same as observed in Ref. [25] with $N \sim 8100$. The scaling exponent $c$ seems insensitive to the size $N$ of the network. Additional simulations for Erdős-Rényi random graph suggest that the exponent $c$ is independent of the size $N$ of the underlying graph as well as the link density $p$, if $p$ is larger than the disconnectivity threshold $p_c \sim \ln N/N$. For example, the power exponent $c=1.6$ remains the same for the substrate $G_{a=100}$, $G_{a=50}$, $G_{a=100}$ and the Erdős-Rényi random graph in [12] with $N=10^4$ nodes and $L=2N$ links.

B. Overlay tree $G_{\text{USPT}(a=0)}$ on top of real networks

As found in Sec. IV A and Fig. 4, an overlay tree $G_{\text{USPT}(a=0)}$ follow a power law betweenness distribution when the substrate is an Erdős-Rényi random graph, a square or cubic lattice or a BA power law graph. It would be especially interesting to examine whether the power law link betweenness distribution still holds for overlay trees $G_{\text{USPT}(a=0)}$ on top of real-world networks. Hence, we perform a statistical analysis of real data sets, representing the topology of different real-world networks. On top of each, usually large network, 100 realizations of IID uniform link weights assignments are carried out. Within each realization, the MST, equivalent to the overlay tree $G_{\text{USPT}(a=0)}$, is found with the Kruskal algorithm [24]. The complex networks come from a wide range of systems in nature and society: The Internet network at the level of autonomous systems [26]; the Gnutella [27] snapshots (Crawl2) retrieved from firewire.com; the air transportation network representing the world wide airport connections, documented at the Bureau of Transportation Statistics (http://www.bts.gov) database; the Western States Power Grid of the United States [28]; the coauthorship network [29] between scientists posting preprints on the High-Energy Theory E-Print Archive between Jan 1, 1995 and December 31, 1999; two citation networks [30] created using the Web of Science database (Kohonen and SciMet); the coauthorship network [31] of scientists working on network theory and experiment; the network representing soccer players association to Dutch soccer teams [32]; the network of American football games between division IA colleges during regular season Fall 2000 [33]; and the adjacency network [34] of common adjectives and nouns in the novel David Copperfield by Charles Dickens. As shown in Fig. 5 as well as Figs. 6 and 7, the betweenness distribution of these overlay trees on top of real networks follows, surprisingly, for almost all a power law, while their corresponding degree distribution of the tree (see Figs. 8–10) may differ significantly.

The power law betweenness distribution of the overlay tree $G_{\text{USPT}(a=0)}$ or MST implies that a set of links in the MST possess a much higher betweenness. In Ref. [25], it is found that the infinite incipient percolation cluster (IIC), a subgraph of the MST has a significantly higher average betweenness than the entire MST, and the betweenness distribution of the IIC also satisfies a power law. But why does the betweenness distribution of a MST follow a power law? Is that due to the network topology, a particular link weight

FIG. 5. (Color online) Betweenness distribution (+) of $G_{\text{USPT}(a=0)}$ on top of real network topologies. The line is the linear curve fitting.

FIG. 6. (Color online) Betweenness distribution (+) of $G_{\text{USPT}(a=0)}$ on top of real network topologies. The line is the linear curve fitting.
distribution function or the fact that link weights are independently and identically distributed? The betweenness of the overlay tree follows a power law distribution no matter the substrate is a traditional complex network model or a real network, provided the substrate is denser than a tree. When the substrate is a traditional complex network model or a real network, the betweenness distribution does not necessarily follow a power law. Hence, the power law betweenness distribution does not hold for any tree structure but seems to hold for the overlay tree $G_{\text{USPT}(\alpha=0)}$ on top of a substrate which is not too sparse. With IID link weights, the structure of the overlay tree or MST is probabilistically the same for various link weight distributions, because the ranking of the link weights suffices to construct the MST. Therefore, the IID link weights compared to the network topology and link weight distribution, contribute more to the power law betweenness distribution of the MST for various networks. In fact, with IID link weights, the equivalent Kruskal growth process of the MST starts from $N$ individual nodes and in each step an arbitrary link in the substrate is added while links generating loops are forbidden. However, the power exponent $c$ of the betweenness distribution of a MST is determined by the network topology, due to the exclusion of links that generating loops in the growth process of the MST. The relationship between the topological characteristics of a network and the exponent $c$ of the betweenness distribution of the corresponding MST is studied in Sec. V B.

V. BETWEENNESS DISTRIBUTION OF TREES

Since the path between each node pair is unique in a tree and is independent of link weights, the betweenness of a tree depends purely on its tree structure. In the strong disorder limit ($\alpha\to0$), the betweenness distribution depends on the structure of $G_{\text{USPT}(\alpha=0)}$ or MST. In this way, we are able to compare the tree structure of overlay $G_{\text{USPT}(\alpha=0)}$ to other classes of trees via the link betweenness distribution. Although trees are special graphs, real-world networks such as the autonomous systems in the Internet [35] can be modeled by trees or treelike graphs with a negligible number of shortcuts.

FIG. 7. (Color online) Betweenness distribution (+) of $G_{\text{USPT}(\alpha=0)}$ on top of real network topologies. The line is the linear curve fitting.

FIG. 8. (Color online) Degree distribution of $G_{\text{USPT}(\alpha=0)}$ on top of real network topologies.

FIG. 9. (Color online) Degree distribution of $G_{\text{USPT}(\alpha<\alpha_c)}$ on top of real network topologies.

FIG. 10. (Color online) Degree distribution of $G_{\text{USPT}(\alpha=0)}$ on top of real network topologies.
A link \( l \) in any tree connects two clusters with size 1 \( \equiv |C| \leq \frac{N}{2} \) and \( N - |C| \). The betweenness of a link \( l \) is \( B_l = |C|/(N - |C|) \), because traffic traverses the link \( l \) if and only if the source and destination lie in the two clusters separated by \( l \). If \( |C| = c(N) \), which holds for all but a few large clusters, then we have \( B_l = |C| \cdot N \) for large \( N \).

**A. Betweenness distribution of tree models**

1. **k-ary tree**

We investigate the \( k \)-ary tree \( [14] \) of depth \( [36] \) \( D \), where each node has exactly \( k \) children. In a \( k \)-ary tree the total number of nodes is

\[
N(D) = 1 + k + k^2 + \cdots + k^D = \frac{k^{D+1} - 1}{k - 1}, \quad k \neq 1, \\
1 + D, \quad k = 1.
\]

A link is called the \( j \)th level link if it connects two nodes which is \( j \) and \( j - 1 \) hops away from the root. The removal of a \( j \)th level link disconnect the graph into two clusters: one is a \( k \)-ary tree of depth \( D - j \) with \( N(D - j) \) nodes and the other cluster has \( N(D) - N(D - j) \) nodes. Since there are \( k^j \) \( j \)th (1 \( \equiv j \leq D \)) level links

\[
\Pr[C_j = N(D - j)] = \frac{k^j}{N(D) - 1}.
\]

Hence,

\[
\Pr[C_j = n] = \frac{k^{D+1}}{(N(D) - 1)(kn - n + 1)}, \\
N = N(D - j) \quad \text{and} \quad 1 \leq j \leq D.
\]

The approximate betweenness distribution

\[
\Pr[B_l = n \cdot N] = \frac{k^{D+1}}{N(D) - 1}(kn - n + 1), \\
n = N(D - j) \quad \text{and} \quad 1 \leq j \leq D
\]

follows an inverse power law with exponent \( c = 1 \). Two exceptions are the line graph, where \( k = 1, \Pr[B_l = n(N - n)] = \frac{1}{N - 1}, \quad 1 \leq n \leq N - 1 \) and the star where \( k = N - 1, \Pr[B_l = N - 1] = 1 \). A rigorous analysis based on

\[
\Pr[B_l = N(D - j)(N(D) - N - j)] = \frac{k^j}{N(D) - 1}, \quad 1 \leq j \leq D
\]

is given in Appendix B.

2. **Scale-free trees**

A scale-free tree contains initially only one node, the root. Then, at each step a new node is attached to one of the existing nodes. The probability that a new node connects to a certain existing node is proportional to the attractiveness of the old node, defined as

\[
A(v) = a + q,
\]

where \( a \geq 0 \) denotes the initial attractiveness and \( q \) is the in-degree of node \( v \), the number of links connected to the node. The corresponding in-degree distribution [37] is

\[
\Pr[D_m = q] = (q + a)^{-2(a+1)}.
\]

Early in 2002, the power law betweenness distribution with \( c = 2 \) for the scale-free trees is solved analytically by Goh et al. [38]. Here, we relate the betweenness distribution to the subtree size distribution, which is derived by Fekete and Vattay [5]. In our notation, the probability distribution of the size of a subtree rooted at a random node in a scale-free tree with \( N \) nodes is

\[
\Pr[|T^N| = k] = \frac{N - \beta}{N(1 - \beta)(k + 1 - \beta)} - \frac{1 - \beta}{N - 1},
\]

\[
(1 - \beta) \frac{1}{k^2},
\]

where \( \beta = \frac{1}{1+a} \in [0, 1] \). When \( \beta = \frac{1}{2} \), the scale-free tree is exactly the BA tree, with \( m = 1 \) in the BA model. When \( \beta = 0 \), the tree becomes a uniform recursive tree URT. Hence, the probability that a link has load approximately \( kN \) will be

\[
\Pr[B_l = kN] = (1 - \beta) \frac{1}{k^2}.
\]

The inverse square power law betweenness distribution with \( c = 2 \) holds for the class of scale-free trees where the scaling property of the degree can be finely tuned by the initial attractiveness \( a \). Further as shown in Ref. [6], if \( N \ll B_l \ll (\frac{k}{2})^2 \), its complementary distribution can be approximated by the power law \( \Pr[B_l \geq x] = (1 - a)N^2 x^2 \) which leads to our \( c = 2 \) scaling for the probability distribution of \( B_l \). The link and node betweenness distribution is considered to be same in a tree [39]. Szabó et al. [7] found the scaling exponent \( c = 2 \) for node betweenness in a BA tree with a “mean-field” approximation. The rigorous proof of the heuristic result of [7] has been provided by Bollobás and Riordan in Ref. [8].
TABLE II. Topological characteristics of tree models and overlay tree on top of network models.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>N</th>
<th>c</th>
<th>$E[H]$</th>
<th>sdev[$D$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA tree</td>
<td>100</td>
<td>2.3</td>
<td>4.7</td>
<td>2.38</td>
</tr>
<tr>
<td>URT</td>
<td>100</td>
<td>2.1</td>
<td>6.6</td>
<td>1.36</td>
</tr>
<tr>
<td>$G_{USPT(a&lt;\alpha_i)}$ on BA model ($m=3$)</td>
<td>100</td>
<td>1.7</td>
<td>9.6</td>
<td>1.04</td>
</tr>
<tr>
<td>$G_{USPT(a&lt;\alpha_i)}$ on BA model (100)</td>
<td>100</td>
<td>1.6</td>
<td>9.8</td>
<td>1.04</td>
</tr>
<tr>
<td>$G_{USPT(a&lt;\alpha_i)}$ on cubic lattice</td>
<td>125</td>
<td>1.5</td>
<td>12.8</td>
<td>0.92</td>
</tr>
<tr>
<td>$G_{USPT(a&lt;\alpha_i)}$ on square lattice</td>
<td>100</td>
<td>1.3</td>
<td>13.4</td>
<td>0.81</td>
</tr>
<tr>
<td>k-ary tree [40]</td>
<td>100</td>
<td>1</td>
<td>$E[H(k)]$</td>
<td>$\sqrt{k-1}$</td>
</tr>
</tbody>
</table>

An URT ($\beta=0$) possesses in fact exponential degree distribution. A rigorous derivation of link betweenness distribution for URT is given in Appendix A.

B. Comparison of betweenness distribution of overlay trees and tree models

All the three classes of trees have been shown to follow approximately a power law betweenness distributions. The power law betweenness distribution has been proved for class (a) tree models in Sec. V A, while for class (b) overlay tree on top of network models and (c) overlay tree on top of real networks it seems to arise from the random sampling of the overlay tree (caused by the IID link weights) as explained in Sec. IV B.

The slope of the betweenness distribution in log-log scale or, equivalently, the power exponent $c$ of the corresponding power law distribution (3), characterizes the variance of the traffic carried along links in the network. High values of $c$ can be interpreted as a high concentration of traffic on the most important links. The betweenness distribution of a tree depends purely on the structure of the tree. Hence, we further examine the relationship between the scaling exponent $c$ and the corresponding tree structure which can be partially characterized by the average hop count $E[H]$ (or the average number of links) of the shortest path and the standard deviation $\text{sdev}[D]$ of the degree, because the average degree in any tree is $E[D]=2(N-1)/N=2-2/N$.

We compare class (a) and (b) in Table II and class (c) in Table III. With a similar number of nodes in Table II we find the following. The scaling exponent $c$ seems to be negatively correlated with the $E[H]$ except for the k-ary tree. The scaling exponent $c$ seems to be positively correlated with the $\text{sdev}[D]$ standard deviation of the degree except for the k-ary tree. The higher the variance of the degree is, the more traffic among links varies. The scaling exponent $c$ seems to be insensitive to the size $N$ of the tree. A same slope $c$ is obtained for different substrate size, e.g., the k-ary tree, and the $G_{USPT(a<\alpha_i)}$ on top of network models as mentioned in Sec. IV A. However, the $E[H]$ behaves as a function of $N$ and the $\text{sdev}[D]$ can slightly depend on $N$ with the fixed average $E[D]=2$. Hence, the correlation between $c$ and $E[H]$ as well as $\text{sdev}[D]$ may become weaker or even disappear when networks with different sizes are considered, which will be further examined for real-world networks in Table III. The URT and the class of scale-free trees (e.g., the BA tree) discussed in Sec. V A.2, have $c \to 2.0$ for large $N$ and $N \ll B_i \ll (\frac{2}{\pi})^2$. Compared to URT, the degree of the BA tree varies more and has higher scaling exponent $c$ (see Table II), when the complete range $B_i$ of $[N-1, (\frac{\pi}{2})^2(N-1)]$ is taken into account.

The scaling exponent $c$ of betweenness distribution varies from $c=1$ for the k-ary tree to $c=2$ for scale-free trees. For overlay trees on top of real networks $G(N, L)$ with $N$ nodes and $L$ links in Table III. The exponent $c$ ranges from 1.5 to 1.9, while the network size varies from $N=112$ to $N=12254$. The scaling exponent $c$ does not seem to be dependent on the size $N$ of the topology. The negative correlation between hop count $E[H]$ and $c$ disappear because $E[H]$ is positively correlated with $N$. The positive correlation between $\text{sdev}[D]$ and $c$ still holds for most of the considered networks. The overlay trees possess different degree distributions as plotted in Figs. 6–10. The overlay tree of networks that are marked with a star in Table III possesses a

TABLE III. Topological characteristics of overlay tree on top of real-world networks. The overlay tree of networks that are marked with a star possesses a power law degree distribution.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>N</th>
<th>L</th>
<th>c</th>
<th>$E[H]$</th>
<th>$\text{sdev}[D]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet As topology*</td>
<td>12254</td>
<td>25319</td>
<td>1.9</td>
<td>12.2</td>
<td>16</td>
</tr>
<tr>
<td>Web of Science citations (koh)*</td>
<td>3704</td>
<td>12673</td>
<td>1.9</td>
<td>14.6</td>
<td>6.0</td>
</tr>
<tr>
<td>Gnutella Crawl2*</td>
<td>1568</td>
<td>1906</td>
<td>1.9</td>
<td>11.6</td>
<td>4.3</td>
</tr>
<tr>
<td>Science coauthorship network</td>
<td>379</td>
<td>914</td>
<td>1.8</td>
<td>14.1</td>
<td>1.6</td>
</tr>
<tr>
<td>Word adjacencies</td>
<td>112</td>
<td>850</td>
<td>1.8</td>
<td>7.7</td>
<td>1.6</td>
</tr>
<tr>
<td>Air Transportation*</td>
<td>2179</td>
<td>31326</td>
<td>1.7</td>
<td>17.9</td>
<td>2.8</td>
</tr>
<tr>
<td>Web of Science citations(scimeti)*</td>
<td>2678</td>
<td>10385</td>
<td>1.7</td>
<td>22.18</td>
<td>1.9</td>
</tr>
<tr>
<td>High Energy collaborations</td>
<td>5835</td>
<td>13815</td>
<td>1.7</td>
<td>31.1</td>
<td>1.5</td>
</tr>
<tr>
<td>Dutch soccer</td>
<td>685</td>
<td>10310</td>
<td>1.7</td>
<td>22.7</td>
<td>1.4</td>
</tr>
<tr>
<td>Power grid</td>
<td>4941</td>
<td>6594</td>
<td>1.6</td>
<td>58.9</td>
<td>1.2</td>
</tr>
<tr>
<td>American football</td>
<td>115</td>
<td>613</td>
<td>1.5</td>
<td>11.8</td>
<td>1.0</td>
</tr>
</tbody>
</table>
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power law degree distribution. Hence, the betweenness distribution of scale-free networks does not necessarily follow the same power law exponent \( c \), while a similar exponent \( c \) can be obtained in networks with different degree distributions.

The relationship between the sdev\([D]\) as well as the \( E[H] \) and the scaling exponent \( c \) of betweenness distribution is given in Fig. 11. Points lying on the line are for networks listed in Table II with similar topology size \( N \). The approximately positive correlation between sdev\([D]\) and \( c \) can be observed for all the three classes. Since the average degree \( E[D]=2(N-1)/N \approx 2 \) in a tree is almost constant, a higher degree variance implies more nodes with higher degree or/and more nodes with degree 1. The betweenness of links connected to a degree 1 node is always the minimum \( N-1 \) while the traffic passing through a high degree node is split by links connected to this node. Both contribute to a higher scaling exponent \( c \).

VI. CONCLUSION

In this paper, we examine the traffic in a weighted network via the link betweenness distribution of the corresponding transport overlay network \( G_{\text{UST}}(\alpha) \), the union of all shortest paths. In the strong disorder regime, all transport flows over the overlay tree \( G_{\text{UST}}(\alpha=0) = \text{MST} \). Important new findings are the power law betweenness distribution specified in Eq. (3) of trees: tree models such as scale-free trees and \( k \)-ary trees; overlay trees on top of traditional network models; overlay trees on top of real-world complex networks. The scaling exponent \( 1 < c \leq 2 \) for large networks is shown to be positively correlated with the sdev\([D]\) of the corresponding tree and is insensitive to the network size \( N \). Equipped with IID link weights, the overlay tree is, in fact, a random minimum spanning tree (RMST). We conjecture that the scaling exponent \( c \) may be used to characterize these tree structures and probably the underlying topology. First, recall that any link in a tree connects two clusters with size \( 1 \leq |C| \leq \frac{N}{2} \) and \( N-|C| \) and \( B_j \sim |C| \) in Sec. V. The power law betweenness distribution implies approximately a same power law scaling for \( \Pr(\lceil C \rceil = n) \sim n^{-c} \) the probability distribution of cluster size. Second, for the Internet As topology, our power law scaling of betweenness with \( c=1.9 \) is the same as \( \Pr(S=n) \sim n^{-1.8 \pm 0.1} \) the probability of finding \( n \) points downhill [41], a signature of the intrinsic fractal properties of webs. And recently, Kitsak et al. [9] have brought fractal properties of networks into the betweenness analysis.

In the weak disorder regime, traffic flows over more links than that of the MST. The negative correlation between link weight and betweenness also depends on \( \alpha \), the strength of link weight disorder and the structure of the underlying topology. Both a stronger disorder in link weights and the non-homogeneity of the substrate reduce the correlation.
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APPENDIX A: LINK BETWEENNESS DISTRIBUTION OF URT

A URT [14] of size \( N \) is a random tree rooted at some node \( A \). At each stage a node is attached uniformly to one of the existing nodes until the total number of nodes is equal to \( N \). When the \( j \)th node is attached, the corresponding \( j \)th attached link is also added except that no link is added when we start from the root or the first node. In a tree, the traffic traverses the link if and only if the source and destination lies in different clusters separated by this link. In a URT, we define \( \lceil T_j^{(N)} \rceil \) as the size of the subtree rooted at the \( j \)th attached node. The removal of the \( j \)th link \((2 \leq j \leq N)\) attached link will separate the graph into two clusters with size \( \lceil T_j^{(N)} \rceil \) and \( N-\lceil T_j^{(N)} \rceil \). Correspondingly, the betweenness of the \( j \)th \((2 \leq j \leq N)\) attached link is \( \lceil T_j^{(N)} \rceil \cdot (N-\lceil T_j^{(N)} \rceil) \). The probability distribution of the size of the subtree [42] equals

\[
\Pr(\lceil T_j^{(N)} \rceil = k) = \frac{(j-1)(N-j)!(N-j-k-1)!}{(N-1)!(N-j-k+1)!} = \frac{(N-k-1)}{j-2} \frac{(N-1)}{j-1}.
\]

Using the law of total probability [14], we have for the URT that

\[
\Pr(B_j = k(N-k)) = \sum_{j=2}^{N} \Pr(B_j = k(N-k)|l=j) \Pr(l=j),
\]

\[
1 \leq k \leq \left\lfloor \frac{N}{2} \right\rfloor.
\]
A random link $l$ is the $j$th attached link or attaches the $j$th node to the URT with probability $\Pr[l=j] = \frac{1}{N-1}$.

For $k \in [1, \frac{N}{2}]$ and $k \neq \frac{N}{2}$, the conditional probability is

$$\Pr[B_l = k | l = j] = \Pr[T_j^{(N)} = k] + \Pr[T_j^{(N)} = N-k]$$

because only if the size of the subtree rooted at node $j$ is of size $|T_j^{(N)}|=k$ or of size $|T_j^{(N)}|=N-k$, the betweenness of the link $l=j$ equals $k(N-k)$. Combining both yields

$$\Pr[B_l = k | l = j] = \frac{1}{N-1} \sum_{j=2}^{N} \Pr[T_j^{(N)} = k] + \Pr[T_j^{(N)} = N-k].$$

Substituting Eq. (A1) gives

$$\Pr[B_l = k | l = j] = \frac{(N-k-1)!}{(N-1)!} \sum_{j=2}^{N} \frac{(j-1)(N-j)!}{(N-j-1)!(j+1)!}.$$

We use the identity

$$\sum_{j=2}^{m} \frac{a-j}{b-j} = n \left( \frac{a+1-n}{b-n} \right) + m \left( \frac{a-m}{b-1-m} \right) - \left( \frac{a+1-m}{b-1-m} \right)$$

and obtain

$$\sum_{j=2}^{N} \frac{(j-1)(N-j)!}{(N-j-k+1)!} = (k-1) \sum_{j=2}^{N-1} \frac{(N-j)!}{(N-j-k)!} = (k-1) \left[ \binom{N-1}{N-k-1} + \binom{N-1}{N-k-2} \right] = (k-1) \binom{N}{N-k-1}$$

Hence,

$$\Pr[B_l = k | l = j] = \frac{(N-k-1)!}{(N-1)!} \frac{(k-1)!}{(k-1)!} \frac{(N-k)!}{(N-k)!}$$

Similarly,

$$\sum_{j=2}^{N} \frac{(j-1)(N-j)!}{(k+1)!} = (N-1-k) \sum_{j=1}^{N-1} \frac{(N-1-j)!}{(k-1)!} + (N-1-k)!$$

$$= (N-1-k) \binom{N}{k} + (N-1-k)!$$

$$= (N-1-k) \binom{N}{k-1}$$

$$= \frac{(N-1-k)!}{(k-1)!} \frac{(N-k)!}{(N-k)!}$$

While for $k=\lfloor \frac{N}{2} \rfloor = \frac{N}{2}$, the probability has to be halved,

$$\Pr[B_l = k | l = j] = \frac{N}{(N-1)k(k+1)}.$$
Hence, the link betweenness distribution of a $k$-ary tree is not a precise power distribution, but it is close to a power law with exponent $c=-1$, especially for larger $k$ and $D$. The first and last point of link betweenness corresponds to $j=1$ and $j=N$. Since

$$
\frac{N(D-j)[N(D)-N(D-j)]}{N(D)-1} = \frac{(k^{D-j+1} - 1)(k^{D-1} - k^{D-j+1})}{(k^{D+1} - 1)(k-1)}
$$

$$= \frac{k^D}{(k^{D-1})(k-1)} \frac{(k^{D-j+1} - 1)(1 - k^{-j})}{(k^{D-j+1} - 1)(1 - k^{-j})}.
$$

For large networks with large $k$ and $D$,

$$
\frac{N(D-j)[N(D)-N(D-j)]}{N(D)-1} \approx \frac{(k^{D-j+1} - 1)(1 - k^{-j})}{(k^{D-1})(k-1)} = \frac{k^{D-j}(k - k^{-(j-1)} - k^{-(j-d)} + k^{-D})}{(k-1)} \approx k^{D-j} \left( \frac{\nu}{N(D)-1} \right)^{-1}.
$$

The first and the last points always lie on a power law curve with exponent $c=-1$. Hence, an exceptional case is for $D=2$, which is an exact power law although $D$ is small.


[15] $\alpha$ depends on the network topology as well as the size $N$ of the network.


[36] The depth $D$ is the number of hops (or links) from the root to a node at the leaves.


[40] Two exceptions (see Sec. V A 1): $c=0$ for the line graph and $Pr\{B_j=N-1\}=1$ for the star.
