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Abstract—The influence of the network characteristics on the virus spread is analyzed in a new—the N-intertwined Markov chain—model, whose only approximation lies in the application of mean field theory. The mean field approximation is quantified in detail. The N-intertwined model has been compared with the exact 2N-state Markov model and with previously proposed “homogeneous” or “local” models. The sharp epidemic threshold τc, which is a consequence of mean field theory, is rigorously shown to be equal to τc = 1/(λ_{max}(A)), where λ_{max}(A) is the largest eigenvalue—the spectral radius—of the adjacency matrix A. A continued fraction expansion of the steady-state infection probability at node j is presented as well as several upper bounds.
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I. INTRODUCTION

We focus on a simple continuous-time model for the spreading of a virus in a network that was earlier considered by Ganesh et al. [9] and by Wang et al. [15] in discrete time. The model belongs to the class of susceptible-infected-susceptible (SIS) models that, together with the susceptible-infected-removed (SIR) models, are the standard models for computer virus infections. Each node in the network is either infected or healthy. An infected node can infect its neighbors with an infection rate β, but it is cured with curing rate δ. However, once cured and healthy, the node is again prone to the virus. Both infection and curing processes are independent. Reinfecions like the existence of an incubation period, an infection rate that depends on the number of neighbors, a curing process that takes a certain amount of time, and other sophistications are not considered here, but we refer to, e.g., [2], [6], [10], and [16]. The theory of the spreads of epidemics through a network can be applied to the spread of e-mail worms and other computer viruses, the propagation of faults or failures, and, more generally, the spread of information (e.g., news, rumors, brand awareness, and marketing of new products) and epidemic dissemination or/and routing in ad hoc and peer-to-peer networks.

Many authors (see, e.g., [3], [6], [11], and [12]) mention the existence of an epidemic threshold τc. If the effective spreading rate τ = (β/δ) > τc, the virus persists and a nonzero fraction of the nodes are infected, whereas for τ ≤ τc, the epidemic dies out. However, when the same model is exactly described via Markov theory as shown in Section III, the observation that this Markov chain (with a finite number of states) possesses an absorbing state, contradicting the existence of any threshold. Because, in an irreducible Markov chain—all states are reachable from each other—the existence of an absorbing state implies that all other states are transient states and that the steady state is the absorbing state. Moreover, the probability that the process is in a transient state exponentially tends to zero with time. However, the convergence time T to the steady state can be very large, as shown in Section III. Ganesh et al. [9] give estimates of T. When the number of states grows unboundedly, major complications arise. An infinite-state Markov process is considerably more complex than a finite-state Markov chain as illustrated by, e.g., a branching process [14, Ch. 12] where the probability of extinction is a characteristic feature that is not presented in a finite-state Markov chain. Although there is an absorbing state, in an infinite-state Markov process, there is a nonzero chance that the process never dies out. Since the exact Markov chain (see Section III) consists of 2N—states in a network of N nodes, features of the infinite-state Markov process rapidly pop up. The apparent steady-state connected with the observation of an epidemic threshold is often termed the “metastable state” since, on a sufficiently long time-scale for finite-state systems, it disappears.

Our major motivation is to understand the influence of graph characteristics on epidemic spreading. Earlier, Wang et al. [15] presented an approximate analysis from which they concluded that the threshold of the effective infection rate τc equals 1/(λ_{max}(A)), where λ_{max}(A) is the largest eigenvalue of the adjacency matrix A of the network. This result relates—for the first time to the best of our knowledge—the epidemiological spreading to a specific characteristic, the spectral radius λ_{max}(A), of the network. When using mean field theory (or related averaging techniques), we rigorously show in Section IV that, in the steady state, there is indeed a well-defined threshold τc = 1/(λ_{max}(A)). This result relativizes the belief of the physics society (see, e.g., [11] and [12]) that scale-free networks like the Internet possess a vanishingly small epidemic threshold and, hence, are vulnerable to viruses. This announcement has provoked a rush of investigations on immunization strategies for scale-free complex networks, which is somehow questionable. In fact, since λ_{max}(A) is never smaller than the mean degree of the network, the class of connected Erdős–Rényi random graphs [14] possesses a far larger spectral radius than any scale-free graph with a same number of nodes N. Most complex networks are not small-world networks such that their average degree scales with the number of nodes N, which
means that, for sufficiently large $N$, all of these complex networks, and not only scale-free graphs, seem prone to potential infections.

After a review of basic models for epidemics in Section II, we study the matrix structure of the infinitesimal generator $Q$ of the exact $2^N$-state Markov chain in Section III and give rather precise fitting results for the convergence time $T$ in two limiting graphs: the complete graph and the line graph. The major part is devoted to our new $N$-intertwined Markov model: Section IV derives the model, assesses the influence of the mean field approximation, and derives precise relations and upper bounds for the steady-state. Sections V and VI characterize the exponential dying out for $\tau < \tau_c$ and the role of the spectrum of $A$, respectively. The accuracy of the Kephart and White model is evaluated in Section VII, while Section VIII compares our model with exact computations. Section IX concludes the paper.

II. REVIEW OF SOME BASIC MODELS

Here, we review basic models that may help to understand the finer details of our $N$-intertwined model. All models are rephrased in our notation used in [14]. Other more general models for virus spread in networks based on Markov theory are found in [2] and [10].

A. Kephart and White Model

Kephart and White [11] considered a connected regular graph\(^1\) on $N$ nodes where each node has degree $k$. The number of infected nodes in the population at time $t$ is denoted by $I(t)$. If the population $N$ is sufficiently large, we can convert $I(t)$ to $y(t) \equiv I(t)/N$, a continuous quantity representing the fraction of infected nodes. Hence, the implicit assumption is that the number of states is sufficiently large such that the asymptotic regime for an infinite number of states is reached. The rate at which the fraction of infected nodes changes, is determined by two processes: 1) infected nodes are being cured and 2) susceptible nodes are infected. For process 1), the cure rate of a fraction $y$ of infected nodes is $\delta y$. The rate at which the fraction $y$ grows in process 2) is proportional to the fraction of susceptible nodes, i.e., $1 - y$. For every susceptible node, the rate of infection is the product of the infection rate $\beta$ per link, the number of infected neighbors (i.e., the degree $k$) of the node, which is $k y$. Combining all contributions yields the time evolution of $y(t)$ in the Kephart and White model, described by the differential equation

$$\frac{dy(t)}{dt} = \beta k y(1-y) - \delta y$$

(1)

whose solution is

$$y(t) = \frac{y_0 y_f \exp(\beta k t - \delta t)}{y_0 + (y_f - y_0) \exp(\beta k - \delta) t}$$

(2)

where $y_0$ is the initial fraction of infected nodes whereas the steady-state fraction is $y_f = \lim_{t \to \infty} y(t)$ obeying $dy_{f}\,dt/dt=0$.

The Kephart and White differential equation (1) is the basis of a large class of mean field models that, apart from some variations, possess the same type of solution, specified by a “steady-state” epidemic threshold

$$\tau_c \approx \frac{1}{\beta k}.$$  

(3)

Since each node has (on average) the same degree, the Kephart and White model is also termed “homogeneous” model. Many variations on and extensions of the Kephart and White model have been proposed (see, e.g., [13]). The Kephart and White model has already appeared in earlier work (see, e.g., [3]). The logistic model of population growth that was first introduced by Verhulst in 1838 as mentioned by Daley and Gani [6, p. 20] is, in fact, the same as the simple Kephart and White model. Moreover, the simplest stochastic analogon [6, p. 56–63]—a pure birth process with transition rate $\lambda_{n \rightarrow n+1} = \beta n(N-n)$—is mathematically identical to the shortest path problem [14, ch. 16] in the complete graph with i.i.d. exponential link weights. This observation and relation to the complete graph shows that these earlier models do not take the confining way of actual virus transport into account. The central role of the network structure in the spread of viruses is the focal point of this paper.

B. Model of Wang et al.

The major merit of the model of Wang et al. [15] is the incorporation of an arbitrary network characterized by the adjacency matrix $A$, which generalizes the homogeneous Kephart and White model, where the only network characteristic was the (average) degree. The discrete-time model of Wang et al. belongs to the class of mean field models. Their major and intriguing result is that the epidemic threshold is specified by

$$\tau_{c_{\text{WCWF}}} = \frac{1}{\lambda_{\text{max}}(A)}.$$  

Unfortunately, this result is proved in an approximate manner which questions to what extent this remarkable result holds in general. In the sequel, we show that the Wang et al. model is only accurate when the effective spreading rate $\tau$ is below the “steady-state” epidemic threshold $\tau_c$.

III. EXACT $2^N$-STATE MARKOV CHAIN

We consider the virus spread in an undirected graph $G(N, L)$ parameterized by a symmetric adjacency matrix $A$. We assume that the arrival of an infection on a link and the curing process of an infected node are independent Poisson processes with rate $\beta$ and with rate $\delta$, respectively. As soon as a node $i$ receives an infection at time $t$, it is considered to be infected and infectious and in state $X_i(t) = 1$. Similarly, an infected node $i$ is cured with rate $\delta$, and in the healthy state $X_i(t) = 0$ at time $t$. At each time $t$, a node is in one of these two states.

The state $Y(t)$ of the network at time $t$ is defined by all possible combinations of states in which the $N$ nodes can be at time $t$

$$Y(t) = [Y_0(t) \quad Y_1(t) \quad \ldots \quad Y_{2^N-1}(t)]^T$$

and

$$Y_i(t) = \begin{cases} 1, & i = \sum_{k=0}^{N-1} X_k(t) 2^{k-1} \\ 0, & i \neq \sum_{k=0}^{N-1} X_k(t) 2^{k-1} \end{cases}$$

\(1\)Kephart and White have modeled an Erdős–Rényi random graph $G_p(N)$ with average degree $p(N-1)$, which tends, for large $N$, to a regular graph. Hence, to first order in $N$, the properties of virus spread in Erdős–Rényi random graphs and regular graphs are the same.
Hence, the state space of the Markov chain is organized with 

\[ x_k \in \{0, 1\} \]


\[
\begin{array}{c|c}
\text{State number } i & x_N x_{N-1} \cdots x_2 x_1 \\
0 & 00 \ldots 00 \\
1 & 00 \ldots 01 \\
2 & 00 \ldots 10 \\
3 & 00 \ldots 11 \\
\vdots & \vdots \\
2^N - 1 & 11 \ldots 11 \\
\end{array}
\]

The number of states with \( j \) infected nodes is \( \binom{N}{j} \). Fig. 1 shows an example of the Markov state diagram in a graph with \( N = 4 \) nodes.

The defined virus infection process is a continuous-time Markov chain with \( 2^N \) states specified by the infinitesimal generator \( Q \) with elements

\[
q_{ij} = \begin{cases} 
\delta, & \text{if } i = j + 2^m - 1; \\
\beta \sum_{k=1}^{N} a_{mk} x_k, & \text{if } i = j - 2^m - 1; \\
-\sum_{k=1, k \neq j}^{N} q_{kj}, & \text{if } i = j \\
0, & \text{otherwise} 
\end{cases}
\]

and \( i = \sum_{k=1}^{N} x_k 2^{k-1} \). The time dependence of the probability state vector \( s(t) \), with components

\[
s_i(t) = \Pr[Y(t) = i] = \Pr[X_1(t) = x_1, X_2(t) = x_2, \ldots, X_n(t) = x_n]
\]

and normalization \( \sum_{i=0}^{2^N-1} s_i(t) = 1 \), obeys [14, p. 182] the differential equation

\[
\frac{ds^T(t)}{dt} = s^T(t)Q
\]

whose solution is

\[
s^T(t) = s^T(0)e^{Qt}.
\]

The definition of \( s_i(t) \) as a joint probability distribution shows that, if we sum over all of the states of all nodes except for the node \( j \), we obtain the probability that a node \( j \) is either healthy \( x_j = 0 \) or infected \( x_j = 1 \)

\[
\Pr[X_j(t) = x_j] = \sum_{i=0}^{2^N-1} s_i(t)
\]

where, in the index \( i = \sum_{k=1}^{N} x_k 2^{k-1} \), every \( x_k \) with \( k \neq j \) takes both values from the set \( \{0, 1\} \), while for \( k = j \) \( x_k = x_j \) is either 0 (healthy) or 1 (infected). Defining \( v_j(t) = \Pr[X_j(t) = 1] \), then the relation between the vectors \( s(t) \) and \( v(t) \) is

\[
v^T(t) = s^T(t)M
\]

where the \( 2^N \times N \) matrix \( M \) contains the states in binary notation, but bit-reversed, as

\[
M = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
1 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 1
\end{bmatrix}
\]

The binary representation of the network states determines the structure of the \( Q \) matrix. The upper triangular part of \( Q \), denoted by \( Q_A \), depends on the adjacency matrix elements \( a_{ij} \), while the lower triangular part \( Q_B \) does not. The diagonal elements of any \( Q \) matrix are the negative sum of the row elements, such that \( Q_{\text{diag}} = -\sum_{k=1}^{N} a_{kj} x_k \) as in (4). It is thus instructive to write \( Q \) as a sum of three matrices \( Q = Q_B + Q_A + Q_{\text{diag}} \). The structure of the matrix \( Q_A \) is shown in Fig. 2. Where the block matrix \( B(j) = 2 \times 2 \) and the nondefined elements are zeros. This nested structure is the consequence of the binary representation.

The matrix \( Q_A \) is shown in Fig. 3. The block matrices \( C(j) \) in \( Q_A \) are diagonal matrices of size \( 2^j \times 2^j \) with diagonal elements depending on the adjacency matrix \( A \). The first row of
the matrix $Q$ is zero, and, as a consequence, the largest block is $C(N - 1)$. The elements of $Q_A$ depend on the indexes $i$ and $j$, where $i = \sum_{k=1}^{N} x_k 2^{k-1}$ as $Q_A(i, j) = \beta \sum_{k=1}^{N} a_{mk} x_k$ where $i = j - 2^{m-1}; m = 1, 2, \ldots N; x_m = 0$. The exact $2N$-state Markov chain has an absorbing state because the first row in $Q$ is a zero row and the absorbing state is the zero state in which all nodes are healthy. The steady-state is just this absorbing state, with steady-state vector $s_\infty = \pi = (1, 0, \ldots, 0)$. The probability state vector requires the insights in the eigenstructure of $Q$ because [7]

$$s(t) = s(0)e^{Qt} = \pi + \sum_{k=1}^{2N-1} e^{\lambda_k t} \sum_{m=0}^{n_k} \frac{(r_{km})^m}{m!}$$

where $n_k$ denotes the multiplicity of the eigenvalue $\lambda_k$ (with $\text{Re} \, \lambda_k < 0$) and the vector $r_{km}$ is related to the left- and right-eigenvector belonging to $\lambda_k$ and the initial conditions. Since $v_j(t) = (s^T(t)M)_j = \sum_{k=0}^{N-1} s_k M_{kj}$ is a sum of certain rows of $s(t)$, we may write

$$v_j(t) = \sum_{k=1}^{2N-1} e^{\lambda_k t} \sum_{m=0}^{n_k} \left( \sum_{i \in M_j} (r_{km})i \right) \frac{(r_{km})^m}{m!}$$

where $M_j$ denotes the $j$th column in the matrix $M$. Let $\mu_j$ be the largest eigenvalue $\lambda_k$ of the set where $(r_{km})i \neq 0$, then $v_j(t)$ is dominated (for not too small $t$) by

$$v_j(t) \sim e^{\mu_j t} \sum_{m=0}^{n_{\mu_j}-1} \gamma_m \frac{(r_{km})^m}{m!} \tag{5}$$

which shows that a “bell-shape” distribution of $v_j(t)$ can only occur if that largest eigenvalue $\mu_j < 0$ has a multiplicity larger than 1.

A. Spectrum of $Q$

For all infinitesimal generators, it holds that $det Q = 0$ and, hence, the largest eigenvalue is $\lambda = 0$.

\textbf{Theorem 1:} For $\beta = 0$, the eigenvalues of the matrix $Q$, defined by (4), are $\lambda(Q_{\beta=0}) = -k\delta$ with multiplicity $\binom{N}{k}$, where $0 \leq k \leq N$.

\textbf{Proof:} For $\beta = 0$, the infinitesimal generator $Q = Q_\delta + Q_{\text{diag}} + Q_A$ reduces to the lower-triangular matrix $Q_\delta + Q_{\text{diag}}$, whose eigenvalues are identical to the diagonal elements of $Q_{\text{diag}}$, which are multiples of $\delta$. In fact, the structure of $Q_\delta$ shows that each block row $j$ has a row sum equal to $k\delta$ for $1 \leq k \leq N$ whose value appears $\binom{N}{k-1}$ times. Hence, $Q_{\beta=0}$ has an eigenvalue at $\lambda = -k\delta$ with multiplicity $\sum_{k=0}^{N-1} \binom{N}{k}$, $\lambda_{k}(Q)$. These contain all of the non-zero eigenvalues of $Q_{\beta=0}$ because $\sum_{k=0}^{N} \binom{N}{k} = 2^N - 1$.

For small values of $\tau$, $Q$ tends thus to a discrete, binomial spectrum. Fig. 4 illustrates that, also for larger $\tau$, the spectrum of $Q$ for the complete graph $K_N$ is still discrete, containing many eigenvalues with high multiplicity.

\textbf{Proposition 2:} For constant $\delta$ and increasing $\beta$ (and $\tau = \beta/\delta$), the eigenvalues of $Q$ shift, on average, to more negative values than those of $Q_{\beta=0}$.

\textbf{Proof:} We apply Gersgorin’s Theorem 3 to $Q = Q_\delta + Q_{\text{diag}} + Q_A$, where $Q_{\text{diag}} = \beta T_A$ and $T_A$ only contains (nonzero) integer elements related to the adjacency matrix $A$ as observed from (4). Hence, $d_{ii} < 0$ decreases with $\beta$ which implies that both the center position and the possible range of each eigenvalue $\lambda_i(Q)$ increases with $\beta$.

\textbf{Corollary 3:} The eigenvalues of $Q$ for the complete graph $K_N$ and line graph spread over the largest (respectively, smallest) possible range among all connected graphs. The maximum possible range of the real part of eigenvalues of $Q$ for any connected graph is $(-((\beta N + \delta)^2/2\beta), 0]$.

\textbf{Proof:} From $Q_A = \beta T_A$ defined in the proof of Theorem 2, it follows that the maximum possible sum of row elements occurs for $K_N$ (all $a_{ii} = 1$ except for $a_{ii} = 0$) and the minimum one for line graph (only one 1-element on each row in the adjacency matrix $A$). Gersgorin’s Theorem then provides the

\begin{itemize}
  \item Random matrices of this size exhibit an almost continuous spectrum.
  \item Every eigenvalue of a matrix $B$ lies in at least one of the circular discs with centers $b_{ii}$ and radii $R_B = \sum_{k=1}^{N} |b_{ij}|$. For any infinitesimal generator $Q$, Gersgorin’s Theorem shows that $|\lambda_{\text{max}} - q_{\text{avg}}| \leq |q_{\text{avg}}|$ and that the maximum possible interval for real eigenvalues of $Q$ is $[0, 2 \text{max} |q_{\text{avg}}|]$.
\end{itemize}
The second largest eigenvalues are increasing with the first statement. Since the maximum eigenvalue range thus occurs for a complete graph, we consider in the $Q$-matrix for $K_N$ the $i$th row with $k$ one-bits in the binary representation. The row elements, except from the diagonal element, represents the transitions from and to a state with $N-k$ healthy and $k$ infected nodes. The row sum of these positive elements equals $\beta k(N-k) + k\delta$, and, hence, $q_{ii} = -\beta k(N-k) - k\delta$. Optimizing with respect to $k$ proves the corollary.

As shown in the Appendix, also for the line graph, the maximum of the diagonal elements $q_{ii}$ can be computed.

Yet, there are open questions regarding the spectrum of $Q$.

1) Although $Q$ is not symmetric, computations reveal that all eigenvalues of $Q$ are real (and negative).

2) Perturbation theory of $Q$ for small $\beta$ (or $\tau$) expresses the eigenvalues in terms of those of $Q_{\beta=0}$ and of the corresponding right- and left-eigenvectors of $Q_{\beta=0}$. However, the multiplicity of the eigenvalues of $Q_{\beta=0}$ further complicates the perturbation analysis.

3) The recursive block-structure (due to the binary representation) of $Q$ needs to be exploited.

In the sequel of this section, we confine to explicit computation of the $Q$ matrix for two extreme types of graphs: the complete graph which has the smallest average hopcount (or the fastest virus penetration) and the line graph that possesses the largest possible average hopcount.

1) Complete Graph $K_N$: Fig. 5 shows the four largest eigenvalues of $Q$ for the complete graph $K_N$ for $N = 5$, 8 and 10. The second largest eigenvalue seems like the only eigenvalue that increases—contrary to the expectations of Gershgorin’s Theorem—roughly exponentially in $\tau$ and with rate increasing for increasing size $N$. This second largest eigenvalue determines the speed of convergence towards the steady state. Fig. 5 also shows that, initially for small $\tau$, the third and fourth eigenvalue are the same and bifurcate (see dots) into distinct values roughly around $\tau_c = 1/(\lambda_{\text{max}}(A)) = 1/(N-1)$. Hence, (5) indicates that, below $\tau_c$, the dominant eigenvalue is simply causing exponential decay, while above $\tau_c$ it has multiplicity larger than 1, creating a bell shape. This observation agrees with the figures in Section VIII.

In Fig. 6, the eigenvalues of $Q$ for all computable complete graphs (up to $N = 13$) have been numerically calculated. The second largest eigenvalue seems well fitted (for $\tau \geq 0.05$) by

$$\lambda_2 \approx -\delta e^{-\mu(\tau)L} \tag{6}$$

where $L = \binom{N}{2}$ denotes the number of links in the complete graph $K_N$. The dependence on $\tau$ is approximately given by $b(\tau) \approx 0.177(1 + 2\tau)$. Assuming that the scaling law (6) of $\lambda_2$ holds for any $N$, the convergence time $T$ of the virus spread in $K_N$ towards the steady state (the zero state), defined by $\tau_2 e^{-\lambda_2 T} = 10^{-4}$ is found as $T = O(e^{b(\tau)L}) = O(e^{(1/2)N^2})$. In other words, for large $N$ and $\tau > 0$, the convergence time $T$ is so large that convergence towards the zero state is in reality never reached, which explains the appearance of the so-called “metastable state.”

Ganesh et al. [9] show that, for $\tau < \tau_c$ [a regime that is not covered by (6)], the mean epidemic lifetime $E[T]$ scales as $O(\log N)$ while, for $\tau > \tau^* > \tau_c$, where $\tau^*$ is the generalized isoperimetric constant, $E[T] \approx O(e^{aN})$, for some constant $a$. If we may extrapolate (6) to large $N$, it shows that the constant $a = 2$ for $K_N$.

2) Line Graph: Fig. 7 plots the second largest eigenvalue $\lambda_2$ of $Q$ for the line graph. The largest eigenvalue of the adjacency matrix $A$ of the line graph, where each row has precisely one nonzero element in the upper triangular part of $A$, is $\lambda_{\text{max}}(A) = 2 \cos(\pi/(N + 1)) < 2$. Fig. 7 (axis on the right) also shows the epidemic threshold of the line graph $\tau_c = (1/\lambda_{\text{max}}(A)) > (1/2)$ versus $N$. As observed from Fig. 7, the curves $\lambda_2$ increase very slowly with $N$. Via curve fitting in the range $N \in [8, 13]$, we found that $\lambda_2(\tau, N) \approx -\delta e^{-\mu(1.184 + 0.0413N)}$, which shows the exponential dependence on $\tau$ (accurate) and the less accurate dependence on $N$. If extrapolation to large $N$ is allowed, the convergence time $T$ of the virus spread in the line graph towards the steady-state (the zero state) is $T = O(1/\lambda_2) = O(e^{(1.184 + 0.0413N)}), which is considerably smaller than in $K_N$, which is the other extreme case.
which is equivalent to conditioning to all possible combinations of the states \(X_j(t) = 1\) (and their complements \(X_j(t) = 0\)) of the neighbors of node \(i\). Hence, the number of basic states dramatically increases. Eventually, after conditioning each node in such a way, we end up with a \(2^N\)-state Markov chain, defined earlier in Section III.

Instead of conditioning, we replace the actual random infection rate by an effective or average infection rate, which is basically a mean field approximation

\[
E[q_{1i}] = \beta \sum_{j=1}^{N} a_{ij} \mathbb{I}_{\{X_j(t)=1\}}.
\]

In general, we may take the expectation over the rate \(\beta\), the network topology via the matrix \(A\), and the states \(X_j(t)\). Since we assume that both the infection rate \(\beta\) and the network are constant and given, we only average over the states. Using \(E[1_A] = \Pr[x]\) (see, e.g., [14]), we replace \(q_{1i}\) by

\[
E[q_{1i}] = \beta \sum_{j=1}^{N} a_{ij} \Pr[X_j(t) = 1]
\]

which results in an effective infinitesimal generator

\[
Q(t) = \begin{bmatrix}
-q_{1i} & q_{1i} \\
q_{2i} & -q_{2i}
\end{bmatrix}
\]

where the indicator function \(1_x = 1\) if the event \(x\) is true, else it is zero. The coupling of node \(i\) to the rest of the network is described by an infection rate \(q_{1i}\) that is a random variable, which essentially makes the process doubly stochastic. This observation is crucial. Using the definition of the infinitesimal generator [14, p. 181]

\[
\Pr[X_i(t + \Delta t) = 1|X_i(t) = 0] = q_{2i} \Delta t + o(\Delta t)
\]

the continuity and differentiability shows that this process is not Markovian anymore. The random nature of \(q_{1i}\) is removed by an additional conditioning to all possible combinations of rates.
The time-continuous analog of Wang et al. [15] would be
\[
dV(t)/dt = (\beta A - \delta I)V(t), \]
which thus ignores the important nonlinear term \(\beta \text{diag}(v_i(t))AV(t)\), and, consequently as shown in Section IV-B, it limits the validity to \(\tau \leq \tau_c\).

An extension of the \(N\)-intertwined model where the curing and infection rates are node specific is
\[
dV(t)/dt = A \text{diag}(\beta_i) V(t) - \text{diag} (v_i(t)) (A \text{diag}(\beta_i) V(t) + \Delta)
\]
where the curing rate vector is \(\Delta = (\delta_1, \delta_2, \ldots , \delta_N)\). We note that \(A \text{diag}(\beta_i)\) is, in general, not symmetric anymore, unless \(A\) and \(\text{diag}(\beta_i)\) commute, in which case the eigenvalue \(\lambda_i(A \text{diag}(\beta_i)) = \lambda_i(A) \beta_i\) and both \(\beta_i\) and \(\lambda_i(A)\) have a same eigenvector \(x_i\). In case the curing and infection rates are link-specific, the adjacency matrix \(A\) can be extended to that of a multilink graph, where \(a_{ij} = a_{ji}\) is an integer counting the number of links (representing the strength of infection) between node \(i\) and node \(j\). Generally, \(A\) can be a nonnegative real, symmetric matrix where each \(a_{ij} = a_{ji}\) contains the strength of the infection of link \((i, j)\) in units of a constant \(\beta\).

### A. Mean Field Approximation

At first glance, the averaging process—replacing \(q_{1ij}\) in (7) by its mean \(E[q_{1ij}]\)—seems quite accurate, because a sum \(S_N\) of independent indicators (Bernoulli random variables) is close—exactly if all Bernoulli random variables have the same distribution—to a binomial random variable, whose standard deviation \(\sigma_{S_N} = \sqrt{\text{Var}(S_N)} = O(\sqrt{N})\) is small compared to the mean \(E[S_N] = O(N)\). The latter implies that the random variable \(S_N\) is closely approximated by its mean for large \(N\). More precisely, the central limit theorem for a sum \(S_N = \sum_{j=1}^{N} R_j\) of independent random variables \(R_1, \ldots , R_N\), each with finite variance \(\text{Var}[R_j]\) and sum \(\text{Var}[S_N]\) states that, for large \(N\)
\[
\text{Pr}\left[\frac{S_N - E[S_N]}{\sqrt{\text{Var}[S_N]}} \leq x\right] \rightarrow \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} dt.
\]
Aplied to independent indicators with \(\text{Var}[1_{\{X_j(t)=1\}}] = \text{Pr}[X_j(t) = 1] (1 - \text{Pr}[X_j(t)])\leq E[1_{\{X_j(t)=1\}}]\) shows that, for \(x \geq 0\) and large \(N\)
\[
\text{Pr}\left[\frac{S_N - E[S_N]}{\sqrt{\text{Var}[S_N]}} \geq x\sqrt{E[S_N]}\right] \leq \frac{1}{\sqrt{2\pi}} \int_{x \sqrt{E[S_N]}}^{\infty} e^{-t^2/2} dt
\]
where the last step follows after (successive) partial integration and retaining the \(O(x^{-1})\) term in the series for large \(x\). Hence, for independent indicators, large deviations from the mean are very unlikely.

However, \(q_{1ij}/\beta = \sum_{j \in \text{neighbor}(i)} 1_{\{X_j(t)=1\}} \in \{0, 1, \ldots , d_i\}\) is a sum of dependent indicators. In addition, if \(N\) is large, \(q_{1ij}\) does not always increase with \(N\). Indeed, \(q_{1ij} \leq d_{\text{max}}(A)\) and the maximum degree \(d_{\text{max}}(A)\) in a graph can be independent of \(N\), for example, in the line graph where \(d_{\text{max}} = 2\) for any \(N\).

We will first elaborate on the dependence. Let us consider the time-dependent random variable \(S_i(t) = 1_{\{X_i(t)=1\}}\), which is 1 if node \(i\) is infected, else it is zero. If the node \(i\) is infected \((X_i(t) = 1)\), \(S_i(t)\) can change from 1 to 0 with curing rate \(\delta\). If the node \(i\) is healthy \((X_i(t) = 0)\), \(S_i(t)\) can change from 0 to 1 with rate \(\beta \sum_{j=1}^{N} a_{ij} 1_{\{X_j(t)=1\}}\). The change of \(S_i\) in a sufficiently small time interval \(\Delta t\) is
\[
S_i(t + \Delta t) - S_i(t) = (1 - S_i(t)) \beta \sum_{j=1}^{N} a_{ij} 1_{\{X_j(t)=1\}} - \delta S_i(t).
\]
After taking the expectation of both sides, we obtain (with \(E[S_i(t)] = \text{Pr}[X_i(t) = 1] = v_i(t)\))
\[
\frac{v_i(t + \Delta t) - v_i(t)}{\Delta t} = \beta \sum_{j=1}^{N} a_{ij} v_j(t) - \delta v_i(t) - E \left[1_{\{X_i(t)=1\}} \beta \sum_{j=1}^{N} a_{ij} 1_{\{X_j(t)=1\}} \right].
\]
Since \(a_{ii} = 0\), only the case where \(j \neq i\) appears in the remaining expectation, which is
\[
E \left[1_{\{X_i(t)=1\}} 1_{\{X_j(t)=1\}} \right] = E \left[1_{\{X_i(t)=1\}} 1_{\{X_j(t)=1\}} \right] - \text{Pr}[X_i(t) = 1, X_j(t) = 1] = c_{ij}(t) \text{Pr}[X_j(t) = 1] = 1\]
where the conditional probability \(c_{ij}(t) = \text{Pr}[X_j(t) = 1|X_i(t) = 1] = 1\). Hence, when \(\Delta \rightarrow 0\), we arrive at
\[
\frac{dv_i(t)}{dt} = \beta \sum_{j=1}^{N} a_{ij} v_j(t) - v_i(t) \left(\beta \sum_{j=1}^{N} a_{ij} c_{ij}(t) + \delta \right).
\]
Assuming that the graph is connected, then
\[
\text{Pr}[X_j(t) = 1|X_i(t) = 1] \geq \text{Pr}[X_j(t) = 1] > 0
\]
because a given infection at node \(i\) cannot negatively influence the probability of infection at node \(j\). When comparing with (8), we observe that the mean field approximation implicitly makes the assumption of independence that \(\text{Pr}[X_j(t) = 1, X_k(t) = 1] = \text{Pr}[X_j(t) = 1] \text{Pr}[X_k(t) = 1]\). Hence, the positive correlation is not incorporated appropriately. As a consequence, the rate of change in \(dv_i(t)/dt\) is always overestimated. The \(N\)-intertwined Markov chain thus upper-bounds the exact probability \(v_i(t)\) of infection.

Next, we will address the effect on the size \(N\) by computing the variance of \(q_{1ij}\). \(\text{Var}[q_{1ij}] = E[q_{1ij}^2] - (E[q_{1ij}])^2\). First, we have
\[
E[q_{1ij}^2] = E \left[\beta \sum_{j=1}^{N} a_{ij} 1_{\{X_j(t)=1\}} \sum_{k=1}^{N} a_{ik} 1_{\{X_k(t)=1\}}\right]
\]
\[
= \beta^2 \sum_{j,k=1}^{N} a_{jk} a_{ij} E \left[1_{\{X_j(t)=1\}} 1_{\{X_k(t)=1\}}\right] = \beta^2 \sum_{j,k=1}^{N} a_{jk} a_{ij} \text{Pr}[X_j(t) = 1, X_k(t) = 1]
\]
or in terms of the conditional probabilities
\[
E[q_{1ij}^2] = \beta^2 \sum_{j,k=1}^{N} a_{jk} a_{ij} \text{Pr}[X_j(t) = 1|X_k(t) = 1] \times \text{Pr}[X_k(t) = 1],
\]
Since \( \Pr[X_j(t) = 1|X_k(t) = 1] \leq 1 \), an upper bound of \( E[q_{1i}^2] \) is

\[
E[q_{1i}^2] \leq \beta^2 d_i \sum_{k=1}^{N} a_{ik} \Pr[X_k(t) = 1] = \max[q_{1i}] E[q_{1i}^2].
\]

The variance of \( q_{1i} \) is

\[
\text{Var}[q_{1i}] = \beta^2 \sum_{j=1}^{N} a_{ij} \Pr[X_j(t) = 1] (1 - \Pr[X_j(t) = 1]) + 2\beta^2 \sum_{j=1}^{N} \sum_{k=j+1}^{N} a_{ik} a_{ij} (c_{kj}(t) - v_j(t)) v_k(t),
\]

(12)

Since \( c_{kj}(t) \geq v_j(t) \) as argued above, the second double sum consists of nonnegative terms such that the variance \( \text{Var}[q_{1i}] \) is larger than in the case of independent random variables (where the double sum disappears). This fact is not in favor of the mean field approximation since larger variations around the mean \( E[q_{1i}] \) can occur which makes the mean a less good approximation for the random variable \( q_{1i} \). In particular, (12) shows that standard deviation \( \sqrt{\text{Var}[q_{1i}]} = O(N) \), whereas the standard deviation scales as \( O(\sqrt{N}) \) in case of independence! Especially in graphs with bounded maximum degree (such as the line graph), \( \sqrt{\text{Var}[q_{1i}]} \) may not decrease sufficiently fast in \( N \) compared to \( E[q_{1i}] \). Thus, we expect deviations between the \( N \)-intertwined and the exact model in those graphs to be largest.

For small \( \tau \) (and \( t \) large enough to ignore the initial conditions), \( \Pr[X_k(t) = 1] \leq \varepsilon \) and (12) shows that the double sum is \( O(\varepsilon^2) \). Hence, for small \( \tau \), the situation is close to the independence case, in which mean field theory performs generally well. An upper bound for \( \sqrt{\text{Var}[q_{1i}]} \) follows from (11) such that the coefficient of variation

\[
\frac{\sqrt{\text{Var}[q_{1i}]} }{E[q_{1i}]} \leq \sqrt{\frac{\max[q_{1i}]}{E[q_{1i}]}} - 1.
\]

This shows, that for large \( \tau \) where \( E[q_{1i}] \to \max[q_{1i}] \), the coefficient of variation is small, again in favor of the mean field approximation. Hence, we expect that the deviations between the \( N \)-intertwined and the exact model are largest for intermediate values of \( \tau \). As shown in Section VIII, in some \( \tau \)-region around \( \tau_c \), large deviations are indeed found.

The two observations, dependence and absence of a limiting process towards the mean as \( N \) increases, complicate a more precise assessment of the averaging process at this point. Since the mean field approximation is the only approximation made, a comparison of the nonlinear model (9) with the exact \( 2^N \)-state solution in Section VIII further quantifies the effect of the mean field approximation.

Finally, the mean field approximation also excludes information about the joint probability of states,

\[
\Pr[X_1(t) = n_1, X_2(t) = n_2, \ldots, X_N(t) = n_N]
\]

where all \( n_j \in \{0, 1\} \), as in the \( 2^N \)-state Markov chain.

**B. Steady-State Under the Mean Field Approximation**

Assuming that the steady-state exists, we can calculate the steady-state probabilities of infection for each node. The steady-state, denoted by \( v_{j\infty} \), implies that \( \frac{dv_j(t)}{dt} \rvert_{t=\infty} = 0 \), and thus we obtain from (8) for each node \( j \)

\[
\beta \sum_{j=1}^{N} a_{ij} v_{j\infty} - v_{i\infty} \left( \beta \sum_{j=1}^{N} a_{ij} v_{j\infty} + \delta \right) = 0.
\]

Since all of the diagonal elements of the adjacency matrix \( A \) are zero, \( a_{jj} = 0 \), we find

\[
v_{i\infty} = \frac{\beta \sum_{j=1}^{N} a_{ij} v_{j\infty}}{\beta \sum_{j=1}^{N} a_{ij} v_{j\infty} + \delta} = \frac{1}{1 + \tau \sum_{j=1}^{N} a_{ij} v_{j\infty}},
\]

(13)

This nodal steady-state is the ratio of the (average) infection rate induced by the node’s direct neighbors \( \sum_{j=1}^{N} a_{ij} v_{j\infty} \) over the total (average) rate of both the competing infection and curing process. Since \( a_{jj} = 0 \), (13) is equal to the steady-state probability in a two-state continuous Markov chain (see, e.g., [14, p. 196]), which exemplifies the local (or nodal) character of our \( N \)-intertwined Markov model. We observe the trivial solution \( v_{i\infty} = 0 \) for all \( i \), which means that eventually all nodes will be healthy. On the other hand, if \( \delta = 0 \), then all \( v_{i\infty} = 1 \) or, to be slightly more precise, (13) shows that \( v_{i\infty} = 1 - O(\tau^{-1}) \) for large \( \tau \). Of course, if there is no curing at all (\( \delta = 0 \)), all nodes will eventually be infected almost surely.

**Lemma 4:** In a connected graph, either \( v_{i\infty} = 0 \) for all \( i \) nodes or none of the components \( v_{i\infty} \) is zero.

**Proof:** If \( v_{i\infty} = 0 \) for one node \( i \) in a connected graph, then it follows from (13) that \( \sum_{j=1}^{N} a_{ij} v_{j\infty} = 0 \) which is only possible provided \( v_{i\infty} = 0 \) for all neighbors \( j \) of node \( i \). Applying this argument repeatedly to the neighbors of neighbors in a connected graph proves the lemma.

Apart from the exact steady-state \( v_{i\infty} = 0 \) for all \( i \), the nonlinearity gives rise to a second solution, coined the “metastable state.” That second nonzero solution can be interpreted as the fraction of time that a node is infected while the system is in the “metastable state,” i.e., there is a long-lived epidemic.

**Theorem 5:** For any effective spreading rate \( \tau = (\beta/\delta) \geq 0 \), the nonzero steady-state infection probability of any node \( i \) in the \( N \)-intertwined model can be expressed as a continued fraction

\[
v_{i\infty} = \frac{1}{1 + \tau d_i - \tau \sum_{j=1}^{N} a_{ij} \frac{\tau d_j - \tau \sum_{k=1}^{N} a_{ik} \frac{\tau d_k - \cdots}{1 + \tau d_k}}{1 + \tau d_k}}.
\]

(14)

where \( d_i = \sum_{j=1}^{N} a_{ij} \) is the degree of node \( i \). Consequently, the exact steady-state infection probability of any node \( i \) is bounded by

\[
0 \leq v_{i\infty} \leq 1 - \frac{1}{1 + \tau d_i}.
\]

(15)
Define the vector \( w = AV_\infty + (1/\tau)u \), then
\[
\begin{align*}
    w - \frac{1}{\tau}u &= \text{diag}(v_{\infty})w \\
    (I - \text{diag}(v_{\infty}))w &= \frac{1}{\tau}u.
\end{align*}
\]

Ignoring the absence of curing (\( \delta = 0 \) or \( \tau \to \infty \)), the bound (15) shows that \( v_{\infty} \) cannot be one such that the matrix \((I - \text{diag}(v_{\infty}))\) is invertible. Hence
\[
    w = \text{diag} \left( \frac{1}{1 - v_{\infty}} \right) \frac{1}{\tau}u
\]
and we end up with the equation
\[
    \frac{1}{\tau} \left[ \frac{v_{1,\infty}}{1 - v_{1,\infty}} \frac{v_{2,\infty}}{1 - v_{2,\infty}} \cdots \frac{v_{N,\infty}}{1 - v_{N,\infty}} \right]^T = AV_\infty.
\]

Further, we expand each element as \( v_{k,\infty}/(1 - v_{k,\infty}) = \sum_{k=1}^{\infty} v_{k,\infty}^k \), where the geometric series always converges since \( v_{k,\infty} < 1 \). With the notation \( V_{\infty} = [v_{1,\infty}^k \ v_{2,\infty}^k \cdots \ v_{N,\infty}^k]^T \), we arrive at the steady-state equation
\[
    \frac{1}{\tau} V_{\infty} + \frac{1}{\tau} \sum_{k=2}^{\infty} v_{k,\infty}^k = AV_\infty. \tag{16}
\]

**Lemma 6:** There exists a value \( \tau_c = (1/\lambda_{\max}(A)) > 0 \), and, for \( \tau < \tau_c \), there is only the trivial steady-state solution \( V_{\infty} = 0 \). Beside the \( V_{\infty} = 0 \) solution, there is a second nonzero solution for all \( \tau > \tau_c \). For \( \tau = \tau_c + \varepsilon \) where \( \varepsilon > 0 \) is an arbitrary small constant, \( V_{\infty} = \varepsilon x \), where \( x \) is the eigenvector belonging to the largest eigenvalue of the adjacency matrix \( A \).

**Proof:** Theorem 5 shows that the only solution at \( \tau = 0 \) is the trivial solution \( V_{\infty} = 0 \). Let \( V_{\infty} = \varepsilon x \), where \( \varepsilon > 0 \) is an arbitrary small constant and each component \( x_i \geq 0 \). Introduced in (16) gives, after division by \( \varepsilon \)
\[
    Ax = \frac{1}{\tau} x + \frac{\varepsilon}{\tau} x^2 + O(\varepsilon^2).
\]
For sufficiently small \( \varepsilon > 0 \), the steady-state equations reduce to the eigenvalue equation
\[
    Ax = \frac{1}{\tau} x \tag{17}
\]
which shows that \( x \) is an eigenvector of \( A \) belonging to the eigenvalue \( 1/\tau \). Since \( A \) is a nonnegative matrix, the Perron–Frobenius Theorem [14, p. 451] states that \( A \) has a positive largest eigenvalue \( \lambda_{\max}(A) \) with a corresponding eigenvector whose elements are all positive and there is only one eigenvector of \( A \) with nonnegative components. Hence, if \( 1/\tau = \lambda_{\max}(A) > 0 \), then \( x \) (and any scaled vector \( V_{\infty} = \varepsilon x \)) is the eigenvector of \( A \) belonging to \( \lambda_{\max}(A) \). If \( \tau < (1/\lambda_{\max}(A)) = \tau_c \), then \( 1/\tau \) cannot be an eigenvalue of \( A \) and the only possible solution is \( x = 0 \), leading to the trivial solution \( V_{\infty} = 0 \). For \( \tau > \tau_c \), Theorem 5 provides the nonzero solution of (13).\( \square \)
Canright et al. [4] proposed the eigenvector centrality (EVC) measure of a spreading power of a node

$$c_i = \frac{1}{\lambda_{\text{max}}} \sum_{j=\text{neighbor}(i)} c_j$$

where $c_k$ is the spreading power of a node $k$. Written in our notation as $v_{\infty} = (1/\lambda_{\text{max}}) \sum_{j=1}^{N} a_{ij} v_{\infty}$, the EVC is recognized as the component representation of the eigenvalue equation (17) for $\tau = \tau_c$. The steady-state infection probability is the long-run fraction of time during which the node is infected. The higher the probability $v_{\infty}$, the faster the node $i$ is prone to infection and the more important its role is in further spreading. This Markov steady-state interpretation may explain the term centrality analogously as the betweenness centrality of a node.

In passing, we note that, by combining Theorem 5 and Lemma 6, a continued fraction expansion of the (scaled) largest eigenvector in any graph is found from (14) for $\tau = \tau_c$.

**Lemma 7:** For any effective spreading rate $\tau = (\beta/\delta) \geq 0$, the components $v_{\infty}$ of the steady-state infection probability vector obey

$$\sum_{i=1}^{N} \left( \frac{1}{1 - v_{\infty}} - \tau d_i \right) v_{\infty} = 0,$$

(18)

**Proof:** Summing all rows in (16), which is equivalent to multiplication of both sides in (16) by the all-one vector $u^T$, yields

$$\frac{1}{\tau} \sum_{i=1}^{N} v_{\infty} - \frac{1}{\tau} \sum_{k=2}^{N} \sum_{i=1}^{N} v_{\infty} = u^T A V_{\infty} = D^T V_{\infty} = \sum_{i=1}^{N} d_i v_{\infty}$$

where $D = [d_1, d_2, \ldots, d_N]^T$ is the degree vector. After rewriting the $k$-sum, we arrive at (18). \qed

Equation (18) is obeyed for the trivial solution $v_{\infty} = 0$ and if $v_{\infty} = 1 - (1/\tau d_i)$. In the case of regular graphs (where $d_i = d$ for all $1 \leq i \leq N$), both $v_{\infty} = 0$ and $v_{\infty} = 1 - (1/\tau d)$ are exact solutions of (13). This shows that, in certain cases, the continued fraction (14) can be simplified.

The fraction $y_{\infty}(\tau) = (1/N) \sum_{i=1}^{N} v_{\infty}$ of infected nodes in the network, based on the estimate $v_{\infty} \approx 1 - (1/\tau d_i)$, is

$$y_{\infty}(\tau) \approx 1 - \frac{1}{\tau N} \sum_{i=1}^{N} \frac{1}{d_i}$$

(19)

Numerical computations in Fig. 9 assess the quality of the approximation (19).

**Lemma 8:** For all $i$, $v_{\infty} = 1 - (1/\tau d_i)$ cannot be a solution of (13) for $\tau \leq 1/d(2)$ where $d(2) > d_{\min}$ is the second smallest degree in the graph $G$.

**Proof:** Indeed, $1 - v_{\infty} = (1/\tau d_i) \leq d(2)/d_i$ leads for $d_i = d_{\min} < d(2)$ to $v_{\infty} < 0$, which is impossible. \qed

The strict inequality $d(2) > d_{\min}$ is important. Lemma 8 explains that larger variations in the degree lead to worse results of (19) in Fig. 9.

**Fig. 9.** Comparison of (19) and exact computations or precise simulations for different types of graphs with $N = 50$ nodes.

**Lemma 9:** In a connected graph $G$ with minimum degree $d_{\min}$ and for $\tau \geq 1/d_{\min}$, a lower bound of $v_{\infty}$ for any node $i$ equals

$$1 - \frac{1}{1 + \tau d_{\min}} \leq v_{\infty}$$

(20)

**Proof:** Lemmas 4 and 6 show that, for $\tau \geq \tau_c$, there exists a nonzero minimum $v_{\min} = \min \{v_{\infty}\} > 0$ of steady-state infection probabilities, which obeys (13), assuming that this minimum $v_{\min}$ occurs at node $i$, to yield

$$v_{\min} = 1 - \frac{1}{1 + \tau \sum_{j=1}^{N} a_{ij} v_{\infty}} \geq 1 - \frac{1}{1 + \tau \sum_{j=1}^{N} a_{ij} v_{\min}}$$

$$= 1 - \frac{1}{1 + \tau d_i v_{\min}} \geq 1 - \frac{1}{1 + \tau d_{\min} v_{\min}}.$$  

From the last inequality, it can be shown that

$$v_{\min} \geq 1 - \frac{1}{\tau d_{\min}}$$

(21)

which is only larger than zero provided $\tau > (1/d_{\min}) \geq \tau_c$. Introducing the bound (21), we also have for each node

$$v_i \geq v_{\min} \geq 1 - \frac{1}{1 + \tau d_{\min} v_{\min}} \geq 1 - \frac{1}{1 + \frac{d_{\min}}{d_i} (\tau d_{\min} - 1)}$$

which is (20).

For $d_{\min} = 1$, the lowest possible lower bound for node $i$ is

$$v_{\infty} \geq 1 - \frac{1}{1 + (\tau - 1) d_i}.$$ 

Finally, by combining the upper bound (15) and the lower bound (20) for $\tau \geq 1/d_{\min}$, we find that $v_{\infty}$ belongs to the interval

$$1 - \frac{1}{1 + \frac{d_{\min}}{d_i} (\tau d_{\min} - 1)} \leq v_{\infty} \leq 1 - \frac{1}{1 + \tau d_i}.$$  

This shows clearly that for $\tau \to \infty$ variations between all values of $v_i$ for all $i$ will tend to 0.
C. Example: Complete Bi-Partite Graph $K_{m,n}$

The adjacency matrix of the complete bi-partite graph $K_{m,n}$ is, with $N = m + n$,

$$A_{K_{m,n}} = \begin{bmatrix} O_{m \times m} & J_{m \times n} \\ J_{n \times m} & O_{n \times n} \end{bmatrix}. \quad (22)$$

The bi-partite graph $K_{m,n}$ may represent a set of $m$ servers and $n$ clients. Let us now solve (10) for the bi-partite graph

$$\frac{dV(t)}{dt} = \beta \text{diag}(1 - v_i(t)) \begin{bmatrix} O_{m \times m} & J_{m \times n} \\ J_{n \times m} & O_{n \times n} \end{bmatrix} \begin{bmatrix} V_{m \times 1} \\ V_{n \times 1} \end{bmatrix} - \delta \begin{bmatrix} O_{m \times m} & J_{m \times n} \\ J_{n \times m} & O_{n \times n} \end{bmatrix} \begin{bmatrix} V_{m \times 1} \\ V_{n \times 1} \end{bmatrix}. \quad (23)$$

After some manipulations, we find

$$\frac{1}{\beta} \frac{d}{dt} \begin{bmatrix} V_{m \times 1} \\ V_{n \times 1} \end{bmatrix} = \begin{bmatrix} -\frac{1}{\tau} V_{m \times 1} + \text{diag}(1 - v_i) m J_{m \times n} V_{n \times 1} \\ \text{diag}(1 - v_i) n J_{n \times m} V_{m \times 1} - \frac{1}{\tau} V_{n \times 1} \end{bmatrix}. \quad (24)$$

With $J_{m \times n} = u_{m \times 1} u_{1 \times n}$, we rewrite

$$\text{diag}(1 - v_i) m J_{m \times n} V_{n \times 1} = \text{diag}(1 - v_i) m u_{m \times 1} u_{1 \times n} V_{n \times 1} = (u_{m \times 1} - V_{m \times 1}) u_{1 \times n} V_{n \times 1}. \quad (25)$$

Supposing that all $v_i(t)$ are sufficiently small to ignore the term $\text{diag}(v_i(t))\beta AV(t)$ in (10), the time-dependent solution is

$$V(t) = e^{(\beta A - \delta I) t} V(0), \quad (26)$$

and, introduced in the first equation,

$$w_{m \infty} = \frac{mn - \frac{1}{\tau}}{(\frac{1}{\tau} + m)n}, \quad (25)$$

Hence, all components of the steady-state $V_{\infty} = \begin{bmatrix} \theta_{m \infty} w_{m \infty} \\ \theta_{n \infty} w_{n \infty} \end{bmatrix}$ are found.

V. TIME EVOLUTION OF EPIDEMICS

Supposing that all $v_i(t)$ are sufficiently small to ignore the term $\text{diag}(v_i(t))\beta AV(t)$ in (10), the time-dependent solution is

$$V(t) = e^{(\beta A - \delta I) t} V(0), \quad (26)$$

Since an adjacency matrix has the eigenvalue decomposition $A = U \Lambda U^T$, where $\Lambda = \text{diag}(\lambda_j)$ and $\{\lambda_j\}_{1 \leq j \leq N}$ is the set of eigenvalues of $A$, and where the orthonormal matrix $U$ has the eigenvectors of $A$ as columnvectors (see, e.g., [14, Appendix A]), we obtain

$$B = \beta A - \delta I = U(\beta A - \delta I) U^T$$

or $B = \text{Udiag}(\beta \lambda_j - \delta) U^T$. Thus

$$V(t) = U \text{diag} \left( e^{(\beta \lambda_j - \delta) t} \right) U^T V(0)$$

and, in order for $V(t)$ to be a probability vector, we must require that all eigenvalues $\beta \lambda_j - \delta \leq 0$ or that $\lambda_j \leq 1/\tau$ for all $j$. This again leads to the requirement that $\tau \leq 1/\lambda_{\text{max}}(A)$. The analysis shows that, in the regime $\tau \leq 1/\lambda_{\text{max}}(A)$, the probability vector $V(t)$ tends exponentially fast to zero.

Ganesh et al. [9, Theorem 3.1] and Durret [8] have bounded the probability that the virus spread process is not (yet) in the absorbing state as

$$\Pr [X(t) \neq 0] \leq \sqrt{N ||X(0)||_1} e^{(\beta \lambda_{\text{max}}(A) - \delta) t}$$

where the norm (see e.g., [14, Sec. A.3]) $||X(0)||_1 = \sum_{j=1}^{N} X_j(0)$. Since $\Pr[X(t) \neq 0]$ is related to $V(t)$ and the largest component of $V(t)$ precisely decays proportionally to $e^{(\beta \lambda_{\text{max}}(A) - \delta) t}$, we may expect that the nonlinear $N$-interwined model is fairly accurate for $\tau \leq \tau_0 = 1/\lambda_{\text{max}}(A)$, as also confirmed by simulations presented in Section VIII.

VI. FRACTION $y(t)$ OF INFECTED NODES AND THE ROLE OF THE SPECTRUM OF $A$

The sum $y(t) = (1/N) \sum_{i=1}^{N} v_i(t)$ gives the fraction of infected nodes in the network. Summing (8) over all $i$ is equivalent to right multiplication of $V(t)$ by $V^T$ because $\sum_{i=1}^{N} v_i(t) = w^T V(t)$. Then, we find from (10) that

$$\frac{dw^T V(t)}{dt} = \beta u^T (1 - v_i(t)) \beta A - \delta I) V(t) = \beta (u - V(t))^T AV(t) - \delta u^T V(t).$$

Since $w^T A = D^T$ because $A = A^T$, we can write

$$\frac{d}{dt} (w^T V(t)) = (\beta D - \delta u)^T V - \beta A^T AV, \quad (26)$$

and, introduced in the first equation,
Invoking the eigenvalue decomposition $A = U \Lambda U^T$ of the symmetric adjacency matrix leads to

$$
\frac{d}{dt} (u^T V(t)) = (\beta D - \delta u) V(t) - (\beta u^T V(t))^T \Lambda (u^T V(t)) \\
= (\beta D - \delta u) V(t) - \beta \sum_{j=1}^{N} \lambda_j(A) v_j^2 (27)
$$

where $v_j$ is the $j$th component of the vector $V^T$: the scalar product $V^T x_j$ or the projection of the vector $V$ onto the $j$th eigenvector $x_j$ of $A$. We have that $0 \leq V^T AV = \sum_{j=1}^{N} \lambda_j(A) v_j^2$.

Equation (27) shows that the zero eigenvalues in the adjacency matrix of a graph do not contribute to the infected fraction $y(t) = u^T V(t)/N$ of nodes. In general, a matrix has a zero eigenvalue if its determinant is zero. A determinant is zero if two rows are identical or if some of the rows are linearly dependent. For example, two rows are identical if two distinct nodes are connected to a same set of nodes. Since the elements $a_{ij}$ of an adjacency matrix $A$ are only 0 or 1, linear dependence of rows here occurs every time the sum of a set of rows equals another row in the adjacency matrix. For example, consider the sum of two rows. If $n_1$ is connected to the set $S_1$ of nodes and $n_2$ connected to the distinct set $S_2$, then the graph has a zero eigenvalue if another node $n_3 \notin n_2 \notin n_1$ connected to $S_1 \cup S_2$. These zero eigenvalues occur when a graph possesses a “local bi-partiteness.” In real networks, this type of interconnection often occurs.

**Lemma 10:** For any effective spreading rate $\tau = \beta/\delta \geq 0$, the components $v_{i,\infty}$ of the steady-state infection probability vector obey

$$
\sum_{i=1}^{N} \left( d_i - \frac{1}{\tau} \right) v_{i,\infty} = \sum_{j=1}^{N} \lambda_j(A) v_{j,\infty}^2 (28)
$$

from which

$$
0 \leq \sum_{j=1}^{N} \lambda_j(A) v_{j,\infty}^2 \leq \sum_{i=1}^{N} \frac{\tau d_i - 1}{\tau d_i + 1} d_i \leq 2L
$$

where $L$ is the number of links.

**Proof:** The equality (28) is an immediate consequence of (27). The first upper bound follows from (15). The second one from the basic equation of the degree $\sum_{i=1}^{N} d_i = 2L$. $\square$

Since $\sum_{j=1}^{N} \lambda_j(A) = 0$ for any graph, the lower bound in Lemma 10 shows that the positive eigenvalues and their eigenvectors are more important than the negative ones. Because the left-hand side of (28) is increasing in $\tau$, the vector $V_{\infty}$ is increasingly more aligned with eigenvectors of $A$ belonging to positive eigenvalues. Lemma 6 shows that at $\tau = \tau_c + \epsilon$, only the eigenvector of $\lambda_{\text{max}}(A)$ plays a role. As $\tau$ increases, we now deduce that $V_{\infty}$ is influenced by additional eigenvectors (proportional to $\lambda_{\text{max}}(A)$). The contribution of the eigenvector of $\lambda_{\text{max}}(A)$ to $\sum_{j=1}^{N} \lambda_j(A) v_{j,\infty}^2$ remains dominant, because it is the only eigenvector with all positive components and all eigenvectors in $U$ are normalized, i.e., $x_j^T x_j = 1$. By combining (28) and (18), we have

$$
\sum_{j=1}^{N} \lambda_j(A) v_{j,\infty}^2 = \frac{1}{\tau} \sum_{j=1}^{N} \frac{\tau_v^2 - 1}{1 - v_{j,\infty}}.
$$

**VII. EVALUATION OF THE KEPHART AND WHITE MODEL.**

Here, we will show that, by making additional approximations, our model can reproduce the differential equation (1) of the Kephart and White model.

In a regular graph with degree $k$ and adjacency matrix $A_R$, the degree vector $D = kI$, and the eigenvector belonging to the largest eigenvalue $\lambda_{\text{max}}(A_R) = k$ is $u$ such that (27) becomes

$$
\frac{d}{dt} (u^T V(t)) = (\beta k - \delta) u^T V(t) - \beta k (u^T V(t))^2 - \beta \sum_{j=2}^{N} \lambda_j(A_R) v_j^2.
$$

If we let $y(t) = u^T V(t)/N$ and assume in the last sum that all eigenvalues and vectors are equal to the largest one, we again find the Kephart and White differential equation (1). Clearly, apart from the mean field approximation and the confinement to regular graphs (or nearly regular graphs), the Kephart and White model approximates the eigenvalue structure of a regular graph and only the largest eigenvalue and eigenvector are considered. Since $\sum_{j=1}^{N} \lambda_j(A_R) = 0$, the fraction of the eigenvalues are negative, the Kephart and White derivative $dy(t)/dt$ underestimates the actual rate of infection in the regular graph. Most likely, this underestimation is a general property of “homogeneous” virus spread models. A similar comment holds for the extended local models proposed by Pastor Satorras and Vespignani [13, ch. 9].

For the simplest regular graph, the complete graph $K_N$, we observe that (8) for each node $i$ is identical. Thus, one might be led to put $v_i = v_k$ for all $1 \leq k \leq N$ and for all $t$ such that $\sum_{j=1}^{N} a_{ij} v_j(t) = (N - 1) v_k(t)$. In that case, the set of (9) reduces to a single equation

$$
\frac{dv_i(t)}{dt} = \beta (N - 1) v_i(t) (1 - v_i(t)) - \delta v_i(t)
$$

which is the Kephart and White differential equation (1). Although apparently correct, the assumption that $v_i = v_k$ for all $t$ implies that all initial conditions are also the same. That full symmetry reduces the modeling of the network to that of a single node. Also, that local view of the single node is equivalent to ignoring all, but the largest eigenvalue in (27). In random attack strategies of computer viruses, where each node has equal probability to be infected initially, the full symmetry $v_i(0) = v_j(0)$ for any pair of nodes $i$ and $j$ is achieved.

**VIII. COMPARISON OF THE N-INERTWINED MC WITH THE EXACT 2N-STATE MC**

Via simulations, we assess the accuracy of the $N$-inertwined Markov chain. Only small networks are simulated because we expect for small $N$ the largest error. Figs. 10–12 present a typical view of the fraction $y(t)$ as a function of time $t$ in $K_{11}$ for three different $\tau$-regimes.

Below the epidemic threshold $\tau_c = 1/10$ ($N = 11$ in Fig. 10), the $N$-inertwined nonlinear model is almost exact.

In a $\tau$-region round $\tau_c$, Fig. 11 illustrates that the deviations from the exact solution are substantial. However, sufficiently above $\tau_c$ as in Fig. 12, the accuracy of the $N$-inertwined nonlinear model again improves. Since the $N$-inertwined nonlinear model upper-bounds the fraction of infected nodes as shown in Section IV-A, the relative small difference in Fig. 12
quantifies the effect of neglecting dependence in the mean field approximation.

In summary, for all graphs, if $\tau < \tau_c$, the $N$-intertwined Markov chain is very accurate. If $\tau > \tau_c$, the $N$-intertwined Markov chain differs from the exact solution, but the difference decreases with increasing network size $N$. The fact that the non-linear $N$-intertwined model and the exact $2^N$-state Markov chain are close for large $N$ is linked with a general property of Markov chains: a Markov chain can approximate any stochastic process arbitrarily close provided the number of states in the Markov chains is sufficiently large.

IX. CONCLUSION

The robustness of the infrastructure against failures and attacks has motivated the analysis of an epidemic spreading process in a given, fixed network, represented by the adjacency matrix $A$. Individual interactions are not homogeneous, but dictated by the structure of the network. Models of spreading processes should take the network topology into account.

Two models for virus spread in networks are presented: the exact $2^N$ state Markov chain and the new $N$-intertwined model, whose only approximation lies in the application of mean field theory. The exact Markov chain provides insight into the virus spread process (the time of convergence to the absorbing state). The $N$-intertwined model relates network topology parameters to the spreading process (largest eigenvalue and degrees of the nodes). The influence of the mean field approximation is quantified. Several upper bounds for the steady-state infection probabilities are presented.

Additional contributions of the paper are: 1) our $N$-intertwined model reduces for regular graphs to the basic Kephart and White epidemiological model after additional simplifications; 2) we have explored the phase transition phenomenon and shown that, for a fixed graph, the epidemic threshold $\tau_c$ is consequence of the mean field approximation and we have presented the relation between spreading rate $\tau$ and convergence time towards the extinction of epidemics for two extreme cases (full mesh and line graph); this is especially important for smaller epidemics where $\tau$ is close to the epidemic threshold and where the lifetime of an epidemic varies significantly; and 3) the largest eigenvalue of the adjacency matrix of the graph is rigorously shown to define an epidemic threshold of the $N$-intertwined model (as well as of other mean field models).

APPENDIX

We compute the upper bound of the sum of the rows in $Q$ for the line topology. First, let us consider two cases with the same number of infected nodes on the same line graph as shown in Fig. 13.

Case a) has two nodes that can be infected by two neighbors and one that can be infected by only one neighbor. In the case b) only one node can be infected by one neighbor. Thus, in case a), all healthy nodes can be infected by two neighbors in contrast to case b), where only one node can be infected by one neighbor. Since, from the viewpoint of curing, both cases are equal, we
will consider only the cases analogous to a), where nodes are alternately infected. There is also a difference between the line graphs with odd and even number of nodes $N$, as observed from case c). We can now write the sum of the non-diagonal elements of such a $k$th row in $Q$ as a function of the number of infected nodes $k$. We have for odd $N$

$$\max |q_k| = (2\beta(k-1) + \beta + \delta k), \quad k < \frac{N+1}{2}$$

$$\max |q_k| = (2\beta(N-k) + \delta k), \quad k \geq \frac{N+1}{2}$$

and when $N$ is even we have

$$\max |q_k| = (2\beta(k-1) + \beta + \delta k), \quad k \leq \frac{N}{2}$$

$$\max |q_k| = (2\beta(N-k) + \delta k), \quad k > \frac{N}{2}.$$