Power-law decay in epidemics is likely due to interactions with the time-variant contact graph
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Abstract

Reported COVID-19 data from official health agencies in several countries suggest that the prevalence, the average fraction of infected people, decays over time with power-law tails. Moreover, the prevalence over the entire outbreak in a country seems reasonably well fitted by a lognormal function. The major consequence of the observation is that Markovian modeling on fixed graphs, characterized by exponential times such as initial exponential increase and eventual exponential decrease (in addition to exponential infection and recovery times), fails. As a result, an epidemic will last much longer than predicted by simple but widely used, mean-field Markovian SIR (or variants) equations on a fixed graph. Surprisingly, extensive simulations of non-Markovian SIR epidemics on fixed graphs exhibit exponential decays. Thus, also a realistic non-Markovian description fails. Therefore, we are led to conjecture that power-law decay is caused by interactions between the viral transmission and the time-varying, human contact graph.

The current Corona pandemic places virus spread in networks as part of Network Science in the scientific spotlights. The network science definition of a network rests upon the duality between the network’s graph, also called the structure or topology, and the network’s process, also called the function or service that runs over the graph. The graph on $N$ nodes is specified by an $N \times N$ adjacency matrix $A$, where the element $a_{ij} \in \{0, 1\}$ expresses link existence, reflecting a relation or interaction between node $i$ and $j$. In general, the graph is not fixed, but changes over time. In epidemics, besides the viral transmission process, a human mobility process (HMP) generates the contact graph in two different ways: (a) in temporal networking, the viral process and HMP are independent and (b) in adaptive networking, a third interaction process couples the viral process and HMP. For example, if people sense an infected, they adapt their behavior by avoiding contacts, otherwise they proceed independently of the viral process, e.g. in case of asymptomatics.

One of the simpler viral processes on networks is SIS epidemic spread [38], which consists of two competing processes [30]: an infection and curing or recovery process, characterized by an infection time distribution $f_T(t)$ and a recovery time distribution $f_R(t)$, respectively. Epidemic spread on
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networks belongs to a class of processes with a simple local rule\textsuperscript{1}, that results via the interactions with the local rules of its neighbors in a complicated, global emergent behavior.

![Figure 1: The prevalence (reported from official health authorities) versus time on a log-log (top) and log-lin (bottom) scale in a set of European countries. Only tail data during a “same regime”, just after lockdown was released, is considered.](image)

The competition leads to two phases, where either the infection or recovery process is dominant and the separation between the two phases or phase transition is the so-called epidemic threshold. The epidemic threshold $\tau_c$ of an epidemic on a network distinguishes, after sufficiently long time in an SIS process, between the overall-healthy network regime and the effective infection regime $\tau$ where permanently a non-zero fraction of the nodes is infected. Only in the so-called thermodynamic limit $N \to \infty$, the phase transition occurs in a single point $\tau_{c,\infty}$, whereas for finite graphs, the transition region is smeared out around that point $\tau_{c,\infty}$. The theory of phase transitions [31] is

\textsuperscript{1}For example, the local rule in SIS epidemics is a simply to program statement: “while infected (until cured), then keep trying to infect your healthy neighbors”. The Bernoulli random variables in (2) describe this non-linear rule just as an addition of two multiplications. Other examples of the local-rule-global-emergence-property class (explained in more detail in [41]) are Kuramoto synchronization, swarms of births and fishes, sandpile models, etc.
rich, but complicated. In public reporting, the basic reproduction number $R_0$ is used in place of the epidemic threshold $\tau_c$. The basic reproduction number $R_0$, studied in a general setting by [11] and applied to graphs in [32], is defined as the expected number of secondary infected cases produced, in a completely susceptible population, by a typical infective individual. Clearly, $R_0$ is easier to explain and understand, although $R_0$ is physically and computationally inferior to the epidemic threshold $\tau_c$ (see e.g [22]). Besides the SIS process as basic model for re-infections, the SIR model is the simplest model for a single disease outbreak. A large number of other compartment models [2, 1, 9, 10, 27, 18] exists that detail the viral process, not the graph.

Our conjecture in the abstract arose in an attempt to determine the duration of an epidemic. More precisely, the answer\footnote{Tail probabilities often occur in telecommunications to assess the quality of service (explained in detail in [33] and [35, p. 2-3]).} to express “how long an epidemic will last” is given by the tail probability $\Pr [Y(t) \leq y_{\text{acceptable}}] < \varepsilon$, where $\varepsilon$ is a stringency, the random variable $Y(t)$ (capital $Y$) reflects the average number $y(t)$ (small $y$) of infected items in a population at time $t$ and $y_{\text{acceptable}}$ is an acceptably low level of the prevalence. Fig. 1 shows several COVID-19 realizations of $Y(t)$ in several EU countries, while Fig. 2 presents fitted estimates for the probability density function $f_Y(x) = \frac{d}{dx} \Pr [Y(t) \leq x]$ for the Netherlands, but other EU countries are remarkably similar. The data is explained in the Appendices. Ideally, if the entire population is measured and tested, then the prevalence $y(t)$ is a real number, void of uncertainties. From plots like Fig. 2 predictions are made about the initial increase, the highest amount of infections $y(t_p) = 10^{-p}$ (peak at time $t_p$) and the decay after the peak from which the duration of the epidemic can be obtained from the first point $t_a$ in time where the prevalence $y(t_a) \leq y_{\text{acceptable}}$. Fig. 2 (top) illustrates that most distributions approximate the peak $y(t_p)$ well, while the tail decay of $y(t)$ is puzzling. Indeed, the tails in Fig. 1 can both be fitted by a straight line. Hence, from prevalence data in a limited time interval, both exponential decay $y(t) \approx ae^{-at}$ and power law decay $y(t) \approx bt^{-u}$ for large $t$ can be concluded. Consequently, the extrapolated duration $t_{a,\text{exp}}$ from exponential and $t_{a,\text{pow}}$ from power law can be hugely different! Accurate prediction is impossible in absence of a theory that specifies the decay law of the prevalence. Fig. 2 (bottom) indicates that a lognormal distribution, possessing power law tails,

$$f_{\text{lognormal}}(t) = \frac{\exp \left[ - \frac{(\log t - \mu)^2}{2\sigma^2} \right]}{\sigma t \sqrt{2\pi}}$$

provides the best least-mean square fit. As shown in the Appendix, the observation holds for most other EU countries as well and the fitting parameters $\mu = 3.85 \pm 0.35$ (measured in days) and $0.28 \leq \sigma \leq 0.46$ do not vary much between the countries. A lognormal distribution also occurs in other real spreading processes such as Twitter message [12], social networks [37] and other human behavior [4]. Recent work on COVID-19 has also reported heavy, non-exponential tails. Recently, Maier and Brockmann [23] have reported a non-exponential increase of the COVID-19 prevalence in China and argued that quarantine measures can explain non-exponential initial growth. Based on virtually all past epidemics of which data is available and by using rigorous non-parametric statistics, Cirillo and Taleb [7] have demonstrated that the risk of dying in a past epidemic is power-law distributed.

The precise effects that may cause non-exponential asymptotics of the prevalence are unknown and we do not speculate about possible drivers. Instead, we ask “Do we have models that may lead
to a power-law decay of the prevalence?"

![Figure 2: The prevalence $y(t)$ in the Netherlands versus time $t$ (date) for various fitting distributions on both lin-lin scale (top) and log-lin scale (bottom).](image)

**Markovian epidemics** The majority of studies (see e.g. [27], [18] and [15]) has concentrated on Markovian epidemics, which has allowed us to learn much about the spread of items (biological and digital viruses, emotions, innovations, rumors, etc.) in networks. The Markovian setting, where the present state only depends on the previous state, is analytically tractable. The governing equations of a broad class of epidemics (with any number of compartments) over any fixed graph can be mathematically derived [29]. Confining to SIS, the simplest compartmental model\(^3\), the infectious state $X_i(t)$ of a node $i$ in the network at time $t$ is a Bernoulli random variable, in which $X_i(t) = 1$ if node $i$ is infected, otherwise $X_i(t) = 0$. Both the infection and recovery process are independent Poisson processes and both the infection time $T$ and recovery time $R$ are exponentially distributed with mean $E[T] = \frac{1}{\beta}$ and $E[R] = \frac{1}{\delta}$, where $\beta$ and $\delta$ are the infection and curing rate, respectively. Their ration

\(^3\)For simplicity, we limit ourselves to a homogeneous setting where the infection rate $\beta_{ij} = \beta$ of each link $(i,j)$ is the same as well as the recovery rate $\delta_i = \delta$ of each node. The conclusion about the “exponential times” also holds for a full heterogeneous Markovian setting.
\[ \tau = \frac{\beta}{\delta} \] equals the effective infection rate and measures the effective strength of the virus. The SIS and SIR epidemic threshold \( \tau_c \) can be lower bounded \([40, 39]\) by \( \tau_c > \frac{1}{\lambda_1} = \tau_c^{(1)} \), the mean-field epidemic threshold, where \( \lambda_1 \) is the largest eigenvalue\(^4\) of the adjacency matrix \( A \). Invoking the Bernoulli property that \( E[X_i] = \Pr[X_i = 1] \), the exact SIS governing equation \([6]\) for node \( i \) specifies the infection probability of node \( i \) as

\[
\frac{dE[X_i]}{dt} = E \left[ -\delta X_i + \beta (1 - X_i) \sum_{k=1}^{N} a_{ki} X_k \right]
\]

(2)

where \( \delta, \beta \) and \( a_{ki} \) can be a function of time. The time-derivative of the infection probability \( E[X_i] = \Pr[X_i = 1] \) of a node \( i \) consists of the expectation of two competing processes in (2): (a) while node \( i \) is infected, i.e. \( X_i = 1 \), the node \( i \) is cured at rate \( \delta \) and (b) while node \( i \) is healthy \( X_i = 0 \), thus \( (1 - X_i) = 1 \), all infected neighbors \( \sum_{k=1}^{N} a_{ki} X_k \) of node \( i \) try to infect the node \( i \) with rate \( \beta \). Rewriting (2) and assuming a fixed graph (where the matrix element \( a_{ki} \) is independent of time) as

\[
\frac{dE[X_i]}{dt} = -\delta E[X_i(t)] + \beta \sum_{k=1}^{N} a_{ki} E[X_k(t)] - \beta \sum_{k=1}^{N} a_{ki} E[X_i(t) X_k(t)]
\]

illustates that the last non-linear, non-negative term is complicating, but its removal leads to an upper bound in the change of the infection probability \( E[X_i] \). When written for all nodes \( i \) with \( w_i = E[X_i(t)] \) in terms of the \( N \times 1 \) vector \( W = (w_1, w_2, \ldots, w_N) \), we obtain the matrix inequality

\[
\frac{dW(t)}{dt} \leq (\beta A - \delta I) W(t)
\]

whose solution is

\[
W(t) \leq e^{(\beta A - \delta I)t} W(0)
\]

For a characteristic polynomial \( \det(A - \lambda I) = \prod_{j=1}^{s} (\lambda - \lambda_j)^{m_j} \), where each eigenvalue \( \lambda_j \), ordered as \( |\lambda_j| < |\lambda_{j-1}| \) for \( 2 \leq j \leq s \), is different with multiplicity \( m_j \) and \( \sum_{j=1}^{s} m_j = N \), the exponential matrix function is \([16, \text{p. 116}]\)

\[
e^{At} = \sum_{j=1}^{s} \left\{ \sum_{k=1}^{m_j} Z_{sk} t^{k-1} \right\} e^{\lambda_j t}
\]

(3)

where the matrices \( Z_{sk} \) are linearly independent constant matrices that are polynomials in \( A \). As reported earlier in \([40], [35, \text{p. 457-458}]\), a Markovian epidemic dies out in any graph exponentially fast in time \( t \) as \( O \left( e^{(\beta \lambda_1 - \delta)t} \right) \) for sufficiently large \( t \) when \( \tau < \frac{1}{\lambda_1} \). If initially only a few nodes are infected and \( \tau > \frac{1}{\lambda_1} \), then the epidemics grows for small times \( t > 0 \) at most as fast as \( O \left( t^{\max_{j} m_{j} - 1} e^{(\beta \lambda_1 - \delta)t} \right) \).

As reported in \([36]\) even below the epidemic threshold \( \tau < \tau_c \), the infection probabilities \( E[X_i(t)] \) can initially (for small \( t > 0 \)) increase due to the factors \( t^{k-1} \) in (3) when the adjacency matrix \( A \) has eigenvalues\(^5\) with multiplicity \( m_j > 1 \).

In summary, Markovian epidemics on networks are characterized by exponential infection and curing times as well as exponential initial increase above the epidemic threshold \( \tau_c \) and eventual

\(^4\)The largest eigenvalue \( \lambda_1 \) of \( A \) is simple and non-negative by the Perron-Frobenius theorem of non-negative matrices \([34]\).

\(^5\)For example, the star graph \( K_{1,N-1} \) - whose central node is the extreme super spreader - has the zero eigenvalue of the adjacency matrix \( A \) with multiplicity \( N - 2 \) and the complete graph \( K_N \) that has two eigenvalues \( \lambda_1 = N - 1 \) and \( \lambda_j = -1 \) for \( 2 \leq j \leq N \).
exponential decay in time below $\tau_c$. Both the local rule as the global emergent behavior are exponential in time and “exponential times” are fingerprints of underlying Markovian processes.

Power-law decay of the SIS prevalence due to Griffith’s phase theory is reported in [25, 8]. However, Griffith’s phase theory of networks requires the existence of very-large-degree hubs or cliques in the network and an effective infection rate $\tau$ located at the epidemic threshold $\tau_c$. Since the degree of human contacts are limited and $\tau$ is unlikely situated exactly at the epidemic threshold $\tau_c$, the Griffith’s phase effect does not explain power-law decay. Moreover, the existence of Griffith’s phase may rely on a recurrent infection state as in the SIS model, while a single outbreak is closer modeled by an SIR epidemic (or SIR-like variants).

non-Markovian epidemics Whereas Markovian epidemics are both locally (infection and recovery times) and globally (the prevalence) characterized by an exponential function in time, real epidemics do not possess exponential infection or recovery times (see SI). Consequently, we hypothesize that the global dynamics may decay non-exponentially in time. A fundamental question is whether the distribution of “local” infection time $T$ and recovery time $R$ in each node gives rise, on any graph, to the same time-distributions of globally observed quantities as the prevalence, but likely with different parameters (e.g. as $\mu$ and $\sigma$ in the lognormal (1)) due to regional differences. The entire COVID-19 prevalence, well fitted by a lognormal in Fig. 2, seems to suggest that either the infection time $T$ or recovery time $R$ or both may possess a heavy-tailed distribution.

It would be desirable to possess a non-Markovian theory of epidemics on networks that could verify these “from measurements” deduced findings and could offer some order estimate for the prevalence’s $y(t)$ decay with time $t$. When a stochastic process is not Markovian, its mathematical description and analysis is considerably more complex. At the best of our knowledge, the precise SIR or SIS governing equations for any fixed graph are not available, not even in a mean-field approximation\(^6\), although the steady-state of non-Markovian SIS epidemics on any fixed graph can be approximated well by a mean-field approach [5, 38]. In many non-Markovian processes on networks and also in this paper, computer simulations and measurements are often the only resort to investigate its behavior and properties.

Extensive simulations on fixed graphs with different parameters and distributions for infection time $T$ and recovery time $R$ contradict our hypothesis. Fig. 3 shows the prevalence as a function of time in a Barabási-Albert power-law degree graph on $N = 1000$ nodes. Similar plots of other graphs (a lattice graph and an Erdős-Rényi graph) are shown in the Appendix. On each graph type, three combinations are simulated: (a) an exponential infection and curing time (i.e. Markovian epidemics), (b) exponential infection and lognormal curing time and (c) lognormal infection and curing time. Apart from the rather complicated time-dependence of the average fractions of susceptible, infected and removed, the log-lin scale demonstrates for sufficiently large time $t$ that the prevalence decay is exponential! Other simulations (not shown) with different non-exponential distribution for infection time $T$ and recovery time $R$ confirm that the non-Markovian SIR on a fixed graph decays at least as fast as an exponential function in time $t$. Of course, simulations – no matter how many – never prove a statement, they can only disprove a theory by showing a counterexample.

\[^6\]The general theory in Kermack and McKendrick [17] for a homogeneous population (thus a complete graph) is described by a Volterra-type of integral differential equation and is still a mean-field approximation. However, the extension to arbitrary graphs is lacking, because it is challengingly difficult.
Figure 3: The SIR prevalence versus time on a Barabasi-Albert graph. The dotted curve is the prevalence of the SIR process with lognormal distributed infection and curing time. The dashed curve refers to an exponential infection time and a lognormal curing time. The smooth curve is the prevalence of the Markovian SIR process. All prevalence curves decay exponentially or slightly faster (because the prevalence is almost straight in a log-lin scaled plot). For the non-Markovian SIR process with a lognormal infection time, the prevalence oscillates with time. The reason for the oscillation is that a lognormal distribution infection time introduces a synchronized infection: All initially infected nodes infect susceptible neighbors at a time, which approximately equal to the mean of the lognormal distribution of the infection time. The oscillation of the prevalence will be smoothed out with time.

If a general, non-Markovian epidemic process on a fixed graph cannot explain power-law decay in the prevalence in real epidemics – a conjecture that needs a rigorous proof –, then, as a plausible explanation, the interaction of the epidemic process with the dynamics of the human contact graph may cause a heavy-tailed decay. In classical epidemics, the main attention focuses on the viral process, while the HMP is largely ignored or mainly abstracted by a fixed graph or an averaged topology. Our study hints to the considerable influence of the time-varying contact graph, its governing HMP and possible interaction with the viral process. At present, neither accurate models for HMP, nor the coupling process between HMP and viral process can be written down in governing equations. We conclude that epidemic theory on time-varying (and possibly adaptive) networks is needed as well as models for human mobility processes that produce time-varying contact graphs. We expect a new research avenue in the physics of real epidemics that will combine the three essential processes (viral, HMP and coupling). At last, digital technology to measure the contact network (such as mobile app algorithms [28]) will help in the quest towards understanding and predicting.
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A Data

We select a set of 13 European countries, where the outbreak of COVID-19 has been reduced sufficiently to distinguish a clear epidemic peak. The time series for the number of cases is obtained from the Dashboard of the Johns Hopkins University [13] that started collecting data from January 22, 2020. We consider the period from January 22 until June 3. In most European countries the pandemic started around end February 2020, followed a couple of weeks later by a lockdown, which was released around the beginning of June. The data thus reflects one “regime” of rise and decay of the prevalence $y(t)$ per country under lockdown.

The power-law exponent of the 13 European countries has been fitted by a linear fit $\log y(t) = a \log t + b$ in the tail region and the slope $a$, shown in Fig. 4, lies around $a = -5 \pm 2$.

![Figure 4: The histogram of slope of $\log y(t)$ versus $\log t$ for 13 countries.](image)

We fit the daily number of reported cases of the prevalence $y(t)$ to the following functions/distributions:

- **Weibull**: $k \left( \frac{t}{l} \right)^{k-1} e^{-(t/l)^k}$
- **Gaussian**: $\frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{(t - \mu)^2}{2\sigma^2} \right]$
- **Lognormal**: $\frac{1}{\sigma t \sqrt{2\pi}} \exp \left[ -\frac{(\log(t) - \mu)^2}{2\sigma^2} \right]$
- **Cauchy**: $\frac{g}{\pi [g^2 + (t - \mu)^2]}$
- **Sech**: $\frac{K}{2} \frac{1}{1 + \cosh(-K(t - \mu))}$

The Sech function follows as the approximate solution of the SIR model [17]. Each distribution function is multiplied by a constant $c \in [0, 1]$ to account for the fact that the area under the curve does not necessarily equal one.

The parameters in each of the above functions are estimated using the nonlinear curve fitting procedure *GlobalSearch* in Matlab. The Lognormal distribution shows the best performance for 10
countries and the Cauchy distribution for 3 countries, as indicated in Table 1. The fitting performance is commonly measured in terms of the R-squared $R^2$, which is also reported [19, 26, 14, 21, 20] for the Lognormal distribution in Table 1.

<table>
<thead>
<tr>
<th>country</th>
<th>Log-Log slope</th>
<th>best fit</th>
<th>Lognormal $\mu$</th>
<th>Lognormal $\sigma$</th>
<th>Lognormal $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>-6.21</td>
<td>Cauchy</td>
<td>3.51</td>
<td>0.28</td>
<td>0.8156</td>
</tr>
<tr>
<td>Belgium</td>
<td>-5.11</td>
<td>Lognormal</td>
<td>3.78</td>
<td>0.40</td>
<td>0.8162</td>
</tr>
<tr>
<td>Denmark</td>
<td>-3.49</td>
<td>Lognormal</td>
<td>3.89</td>
<td>0.45</td>
<td>0.6779</td>
</tr>
<tr>
<td>France</td>
<td>-5.93</td>
<td>Cauchy</td>
<td>3.82</td>
<td>0.30</td>
<td>0.3126</td>
</tr>
<tr>
<td>Germany</td>
<td>-4.64</td>
<td>Lognormal</td>
<td>3.69</td>
<td>0.36</td>
<td>0.8808</td>
</tr>
<tr>
<td>Ireland</td>
<td>-5.64</td>
<td>Cauchy</td>
<td>3.90</td>
<td>0.28</td>
<td>0.7386</td>
</tr>
<tr>
<td>Italy</td>
<td>-4.08</td>
<td>Lognormal</td>
<td>3.78</td>
<td>0.46</td>
<td>0.9402</td>
</tr>
<tr>
<td>Netherlands</td>
<td>-4.92</td>
<td>Lognormal</td>
<td>3.81</td>
<td>0.40</td>
<td>0.9035</td>
</tr>
<tr>
<td>Serbia</td>
<td>-5.01</td>
<td>Lognormal</td>
<td>3.80</td>
<td>0.33</td>
<td>0.7914</td>
</tr>
<tr>
<td>Spain</td>
<td>-4.87</td>
<td>Lognormal</td>
<td>3.68</td>
<td>0.34</td>
<td>0.6940</td>
</tr>
<tr>
<td>Switzerland</td>
<td>-6.35</td>
<td>Lognormal</td>
<td>3.55</td>
<td>0.34</td>
<td>0.8768</td>
</tr>
<tr>
<td>Turkey</td>
<td>-4.14</td>
<td>Lognormal</td>
<td>3.71</td>
<td>0.44</td>
<td>0.9252</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>-3.34</td>
<td>Lognormal</td>
<td>4.17</td>
<td>0.40</td>
<td>0.8677</td>
</tr>
</tbody>
</table>

Many studies investigate the infection time of COVID-19, which is also called the generation time or serial interval. The infection time is defined as “the time from illness onset in a primary case (infector) to illness onset in a secondary case (infectee)”. Nishiura et al. (2020) suggest that the infection time is lognormally distributed with median 4.0 days [26] whereas Du et al. (2020) find that the infection time is normally distributed with mean 3.96 days [14]. The incubation time is “the time delay from infection to illness onset”. Lauer et al. (2020) observe a lognormally distributed incubation time with mean 5.2 days [19] which is also found by Li et al. (2020) [20], where Linton et al. (2020) find a lognormal distribution with median 5.0 days [21]. [The values for $\sigma$ in the lognormal are generally not reported.]

Fig. 5 shows the example for the Netherlands and Italy, but more countries are fitted reasonably well by a lognormal function.

### B Simulation

We use the **Epidemic on Networks (EoN)** module [24], a Python package for simulating exact stochastic processes and solving ordinary differential equations of epidemics, to simulate the SIR processes. Both Markovian and non-Markovian SIR processes are simulated on three different networks: a 32 by 31 lattice ($N = 992$ nodes), a Barabási-Albert (BA) network with $N = 1000$ and an Erdős-Rényi (ER) network with $N = 1000$. For Markovian SIR, we set both the infection and curing time exponentially distributed. For the non-Markovian process, two cases are simulated: SIR with exponential infection time and lognormal curing time; SIR with both lognormal infection and curing time. Each prevalence
curve in the figures is obtained by averaging over 100 realizations and in each realization, 10 percent nodes are initially infected. We vary the parameters in each case of simulation and find only exponential decay of the prevalence.

Fig. 6 and Fig. 7 indicates that the prevalence in non-Markovian SIR epidemics has an exponential tail for sufficiently large time.
Figure 5: Two examples of the prevalence in the Netherlands and Italy versus time, fitted with a lognormal function.
Figure 6: The prevalence of SIR on a 31 by 32 lattice. The dotted curve is the prevalence of the SIR process with lognormal distributed infection and curing time. The dashed curve refers to an exponential infection time and a lognormal curing time. The smooth curve is the prevalence of the Markovian SIR process. All prevalence curves decay exponentially or slightly faster (because the prevalence is almost straight in a log-lin scaled plot). For the non-Markovian SIR process with a lognormal infection time, the prevalence oscillates with time. The reason for the oscillation is that a lognormal distribution infection time introduces a synchronized infection: All initially infected nodes infect susceptible neighbors at a time, which approximately equal to the mean of the lognormal distribution of the infection time. The oscillation of the prevalence will be smoothed out with time. The other plot in Fig. 7 is similar to this figure and differs only in the underlying graph.
Figure 7: The SIR prevalence versus time on an Erdos-Renyi graph (similar to Fig. 6)