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ABSTRACT

To provide high quality service to future Internet applications, IPv6 performance measurements are needed. However, to the best of our knowledge, IPv6 delay and loss performance evolution and their impact on applications have not been studied on a large scale. In this paper, we have analyzed more than 600 end-to-end IPv6 paths between about 26 testboxes of RIPE NCC over the past two years, and compared the delay and loss performance evolution in IPv6 with their IPv4 counterparts. We present and discuss the measurement methodology, and we provide evidence that IPv6 network has a higher delay and loss evolution than IPv4. Finally, based upon our measurements, we assess the perceived quality of three real-life applications: VoIP, Video-over-IP and data communication services based upon TCP.

Categories and Subject Descriptors

D.2.5 [Computer-Communication Networks]: Local and Wide-area Networks – Internet (e.g., TCP/IP).

General Terms: Measurement
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THE TRANSITION TECHNIQUES FROM IPV4 TO IPV6

IPv6 allocates 128 bits to represent an address, while IPv4 only allocates 32 bits. The number of different combinations therefore increases from $2^{32}$ to $2^{64}$ networks of $2^{64}$ addresses, which reduces the need for network address translation (NAT). The use of NAT sustains the explosion of end devices, but also greatly increases network complexity, which is a big barrier to the widespread introduction of point-to-point applications. In addition, IPv6 also offers other advanced capabilities with respect to security, autoconfiguration and mobility.

Since a world-wide scale migration from IPv4 to IPv6 within a short period is unfeasible, three main transition techniques were developed to make the continuous transition from the current IPv4 Internet to IPv6 possible.

The first technique is the dual-stack network. It requires hosts and routers to implement both the IPv4 and IPv6 protocol. This enables networks to support both IPv4 and IPv6 services and applications during the transition period. At the present time, the
3. MEASUREMENT METHODOLOGY

3.1 Definitions of One-way Delay and Loss

The motivation of understanding one-way packet delay and loss from a source (Src) to a destination (Dst) is driven by some reasons: like excessive packet delay or loss (relative to some threshold value) could degrade perceived quality of certain real-time applications. The larger the value of packet delay and loss, the more difficult it is for transport-layer protocols to sustain high-time applications. The larger the value of packet delay and loss, the more difficult it is for transport-layer protocols to sustain high-time applications. For a fair comparison, only those testboxes supporting both IPv4 and IPv6 paths; by the end of Oct. 2003, these numbers have increased to 29 and 811, respectively. Fig. 3.1 shows the numbers of active IPv6 and IPv4 paths over time. On Oct. 1, 2003, there were 15 active IPv6 testboxes, and vice versa. Fig. 1.(b) shows the tool can only detect the tunnel with the lowest MTU.

3.2 Experimental Setup: RIPE NCC TTM

Our data is provided by the RIPE TTM project. At the time of writing, the TTM infrastructure (which is solely in the core network) consists of approximately 26 IPv6 measurement boxes scattered over Europe, Asia and USA. As RIPE NCC is connected to the Amsterdam Exchange Point, it maintains many IPv6 peers with other 6net participants, using BGP4+ as Exterior Gateway Protocol (EGP). Between each path of measurement boxes, both IPv6 and IPv4 UDP packets of a fixed payload (100 bytes), called probe packets, are continuously transmitted with interarrival times of about 30 seconds, resulting in a total of about 2886 probe packets between each path per day. The sending measurement box generates an accurate time-stamp synchronized via GPS in each probe packet, while the receiving measurement box reads the GPS-time of the arrival of the probe packet.

The end-to-end delay is defined as the difference between these two time-stamps and has an accuracy of about 10 µs. The hopcount of a path between two measurement boxes is measured every 6 minutes using traceroute. For simplicity, we assumed that those packets between two traceroute measurements did not change the traceroute path.

Furthermore, a Maximum Transmission Unit (MTU) detection algorithm is run once per hour. In addition to the traceroute measurements, we use a tunnel discovery tool to identify different tunnels on those IPv6 paths. The tunnel discovery tool detects an IPv6 tunnel by measuring the MTU size (normally 1500 bytes) over an entire path. If a path contains a tunnel, the MTU on that path will usually be lower than 1500, since extra headers are added to the packet. However, this method is not perfect as not all links have an MTU 1500. Another problem is that the tunnel discovery tool cannot detect more than one tunnel. For instance, if there is an IPv6-in-IPv4 tunnel (MTU 1480) followed by a GRE tunnel (MTU 1476 and 1472) or BSD tunnels (MTU 1280), the tool can only detect the tunnel with the lowest MTU.

3.3 Research Challenge

Before presenting the analysis, we formulate the two research challenges.

The first difficult research challenge lies in analyzing the big measurement database. We have analyzed more than 400 GB zipped data collected over 2 years (from 1 Oct. 2003 to 31 Oct. 2005). Fig. 1.(a) shows the numbers of active IPv6 and IPv4 testboxes in the TTM infrastructure over 2 years. Note that not all boxes are active all the time due to reasons such as system updates or failures. The number of IPv4 paths is much larger than that of IPv6 counterparts. Fig. 1.(a) also shows that the numbers of active IPv6 testboxes and paths have been steadily increasing over time. On Oct. 1, 2003, there were 15 active IPv6 testboxes with 210 active IPv6 source-destination paths; by the end of Oct. 2005, these numbers have increased to 29 and 811, respectively. For a fair comparison, only those testboxes supporting both IPv4 and IPv6 traffic were selected in our study.

The second challenge is that the high dynamic evolution of IPv6 tunnels adds analysis complexity. Some IPv6 tunnel paths changed to native paths, and vice versa. Fig. 1.(b) shows the way delay is a finite value, and 1 when the one-way delay is undefined. Packet loss occurs where network traffic fails to reach its destination within a reasonable period of time. It may be due to congestion of the network, or the change between a source-destination path.
numbers of active native and tunnel paths over the last 2 years. It also shows that in Oct. 2003 about 61% of the total IPv6 paths were native paths, while by the end of Oct. 2005, this number increased to 86%. We observe that there were 328 IPv6 tunnel paths before 30 Aug. 2005, while about 31% of those paths have changed to IPv6 native paths after that, since several ISPs upgraded their routers to dual-stack for better performance.

Although IPv6 will replace IPv4 in the future, it is expected that IPv4 and IPv6 hosts will coexist for a substantial time during the steady migration from IPv4 to IPv6. It is important to understand how to measure and test IPv6 native/tunneling performance. To qualify the current IPv6 infrastructure, we use IPv4 performance as a comparison base, and compare the IPv6 delay and loss performance and the corresponding IPv4 performance in a path-to-path basis.

4. DELAY AND LOSS PERFORMANCE

4.1 Evolution of Delay Performance of all TTM paths over two years

Since minimal, average, and maximal IPv6 and IPv4 delay are sensitive to the clock error, to minimize this error, for each Src-Dst path, 2.5 percentile, median and 97.5 percentile delay are shown instead. For each Src-Dst path \( i \), we first made the delay histogram distribution over a time interval (e.g. one day). Then, we computed the 2.5 percentile \( D_{2.5}(i) \), median \( D_{50}(i) \) and 97.5 percentile \( D_{97.5}(i) \) delay values for that path. We repeated this experiment for all the paths. When all paths were computed, we presented the average values of the 2.5 percentile, median and 97.5 percentile values of all paths. For example, \( \frac{1}{n} \sum_{i=1}^{n} D_{2.5}(i) \) is shown in the following graphs of 2.5 percentile values, where \( n \) is the number of paths in that time interval.

Fig. 2.(a), (b) and (c) show the average 2.5 percentile, median and 97.5 percentile over two years with one day intervals, and Fig. 2.(d) shows the loss comparison between IPv6 and IPv4. Fig. 2.(a), (b) and (c) show that on average IPv6 has about 61% higher 2.5 percentile delay than the IPv4 counterparts, while about 64% and 157% for the cases of median and 97.5 percentile delays, respectively. Hence, both average and variation of the delay are worse for IPv6. Fig. 2.(a)(b) show that since late 2003, IPv6 has a larger average delay than the IPv4 counterpart. Over time, the latter has been steadily and slightly decreasing, however, the former shows a relative big variation, but not much affected over the time.

Fig. 2.(d) shows that the packet loss of all paths over the two year between IPv4 and IPv6 are small (less than 0.02%), and do not change much over time. The main reason lies in the experimental setup: we send the probe packets (100 bytes UDP packets) about every 30 seconds in the TTM infrastructure, which is solely in the core network. On the other side, our results show that over the years, the IPv6 loss is about 1 order of magnitude larger than the IPv4 loss.

Based on the above measurements, we conclude that even though new testboxes were added into the measurement testbed in two years, the IPv6 and IPv4 delay and loss did not change significantly, and IPv4 outperformed IPv6 in term of delay and loss during the whole period.

In an accompanying paper [10] we give evidence that IPv6 tunnels degrade the network delay performance and could explain the reason why IPv6 is outperformed by IPv4.

5. ESTIMATION OF PERCEIVED QUALITY OF SERVICE

In the previous section we have compared the network performance of IPv4 and IPv6 as it evolved over a period of two years. However to end-users, it is not the network performance that matters most to them but the perception of the quality of applications running over the network. In general it can be stated that the large scale deployment of applications will only be successful if the perceived quality of these applications will be sufficiently high.

In this section we will investigate how the differences in network performance for IPv4 and IPv6 translate to the perceived quality domain. In particular we will assess the perceived quality of three real-life applications: Voice-over-IP, Video-over-IP and data communication services based upon TCP.

5.1 Assessment of perceived quality of VoIP

The E-Model (ITU-T Recomm. G.107) was used to estimate the perceived quality of voice. Every rating R-value calculated
from the E-Model corresponds to a Mean Opinion Score (MOS) value (as shown in Table 1), and it is used to predict subjective user reactions. An R-value above 70 corresponds to PSTN quality.

Table 1. Speech transmission quality classes and corresponding R-value range

<table>
<thead>
<tr>
<th>R-value</th>
<th>100&gt;R&gt;90</th>
<th>90&gt;R&gt;80</th>
<th>60&gt;R&gt;70</th>
<th>R&lt;60</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOS</td>
<td>4.5-4.34</td>
<td>4.34-4.03</td>
<td>4.03-3.60</td>
<td>&lt;3.60</td>
</tr>
<tr>
<td>Quality</td>
<td>best</td>
<td>high</td>
<td>medium</td>
<td>low</td>
</tr>
</tbody>
</table>

The mapping function from an R-value to a MOS value has the following form [3]:

\[
MOS = 1 + 0.035R + 7 \times 10^{-6} R(R - 60)(100 - R)
\]

where the output of the E-Model is a transmission rating factor R:

\[
R = (R_0 - I_s) - I_d - I_e + A
\]

where \( R_0 \) is the effect of background and circuit noise, while \( I_s \) captures the effect of quantization. Both \( R_0 \) and \( I_s \) describe the transmitted voice signal itself and do not depend on the transport network. \( I_d \) is the impairment caused by one-way delay of the path, and \( I_e \) is the impairment caused by losses and/or compression. A is the expectation factor.

Based on recommended values in ITU-T Recomm. G.107, the rating R can be defined by

\[
R = 94.2 - I_d - I_e
\]

Derived by a fitting process in [3], \( I_d \) has the following form:

\[
I_d = 0.024d + 0.11(d - 177.3)H(d - 177.3)
\]

where \( d \) is the one-way delay in milliseconds, and \( H(x) \) is the Heavyside or step function where \( H(x) = 0 \) if \( x < 0 \) and 1 otherwise.

Unlike \( I_d \) that only depends on the transport network and not on the codecs, \( I_e \) is codec dependent and has the following form:

\[
I_e = a + b \ln(1 + c \rho)
\]

where \( \rho \) is the packet loss rate in percentage, while \( a, b \) and \( c \) are fitting parameters for various codecs, see ITU-T P.833, [4], [5].
The specific values of bitrate (bitr., kb/s), framesize (frs., ms) and a, b and c for different codecs are shown as Table 2. The values for G.729 and G.723.1 are derived in [4], [5].

Fig. 3 shows that the perceived QoS of VoIP with three different codecs are high over time, where the perceived QoS in the in Fig. 3 were estimated with the 97.5 percentile delays. The model is constructed under the condition that MPEG-2 Transport Stream (TS) packets have a length of 188 Byte, while packet loss occurs according to a two-state Markov process (the so-called Gilbert model) with average burst length 1. Furthermore it is assumed that error concealment is implemented for the MPEG-2 stream.

In this paper we consider two content types, referred to in [8] as “news” and “Barcelona”. The video sequence “news” is a Head and Shoulder type of sequence and does not contain any high spatio-temporal complexities. On the other hand, the “Barcelona” sequence exhibits a high spatio-temporal complexity, with many scene changes.

The parameters in the model (1) for “news” and “Barcelona” are given in Table 3.

Table 2. Parameters for different codecs

<table>
<thead>
<tr>
<th>Parameters</th>
<th>G.711</th>
<th>G.729(10ms)</th>
<th>G.723.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>bitr/frsize</td>
<td>64/20</td>
<td>8/10</td>
<td>6.3/30</td>
</tr>
<tr>
<td>a</td>
<td>0</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>b</td>
<td>30</td>
<td>25.21</td>
<td>36.59</td>
</tr>
<tr>
<td>c</td>
<td>15</td>
<td>15</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3. Fitting parameters for perceived model (1) for two contents types

<table>
<thead>
<tr>
<th>Contents Type</th>
<th>“new”</th>
<th>“Barcelona”</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>-0.025</td>
<td>-0.045</td>
</tr>
<tr>
<td>b</td>
<td>60</td>
<td>124.761</td>
</tr>
<tr>
<td>c</td>
<td>0.896</td>
<td>0.896</td>
</tr>
<tr>
<td>d</td>
<td>5.062</td>
<td>5.225</td>
</tr>
<tr>
<td>e</td>
<td>-33.9</td>
<td>-33.9</td>
</tr>
</tbody>
</table>

5.2 Assessment of perceived quality of MPEG-2 video

In this section we will compare the perceived QoS for MPEG-2 video services over IPv4 and IPv6. For video services there is no standard available mapping network and terminal quality parameters to user perceived quality, expressed as a Mean Opinion Score. Obviously, this is in contrast with VoIP for which this mapping is realized through the E-model, standardized by the ITU-T.

In this paper we use the results of [8] where a relation is established between the perceived QoS of VBR MPEG-2 video MOS and the average encoding bit rate \( R \) (in Mbps), the packet loss ratio \( P \) and the content type:

\[
\text{MOS}_v = a \times \left( \frac{R}{b} \right)^c + d + e \times R \times P
\]  

(1)

where the values of the fitting parameters a, b, c, d and e in (1) depend on the content type.

The model is constructed under the condition that MPEG-2 Transport Stream (TS) packets have a length of 188 Byte, while

Figure 3. Perceived QoS of VoIP over time for different codecs.

Figure 4. Perceived QoS of MPEG-2 video versus average encoding rate with no packet loss (a) and with packet loss ratio 0.5% (b).

Application of the model (1) is visualized in Fig. 4.
It is also obvious that for a given average encoding rate the quality of “news” is perceived higher than the quality of “Barcelona”.

Fig. 4.(b) shows the perceived quality of MPEG-2 video in case of a packet loss ratio of 0.5%. It is clear from Fig. 4.(b) that in case of lossy networks there exists an optimal value for the encoding rate \( R \) that maximizes the user perceived quality under certain given network conditions. This optimal value depends both on the content type and the packet loss ratio.

Fig. 5.(a) and (b) show that the perceived QoS of MPEG video at a coding rate of 6 Mpbs using IPv6 and IPv4 with “news” and “Barcelona” models over time. Results show that the perceived QoS are relative high (MOS>4) and do not change much over the time. It is also obvious that for a given average encoding rate the quality of ”news” is perceived a higher than that of “Barcelona”.

Moreover, even with the same model, the perceived quality using IPv4 is a little higher than using IPv6; the perceived quality using native IPv6 is a little higher than using IPv6 tunnels. Shown as Fig.5.(c) and (d), we observe the similar perceived QoS of MPEG video at a coding rate of 1 Mpbs using IPv6 and IPv4 with “news” model.

It can be concluded that for Video-over-IP, the differences in delay and packet loss between IPv4 and IPv6 do not translate to the perceived quality domain. This result can be explained from the fact that both for IPv4 and IPv6 the measured packet loss values are very low i.e. less than 0.02%.

5.3 Assessment of TCP performance

In this section we will compare the obtained TCP performance using IPv4 and IPv6.

TCP is the predominant protocol for transporting data over the Internet. For data services using TCP, such as web browsing and file download, there is no standard available mapping network and TCP parameters to user perceived quality. However, it is obvious that for the mentioned services the obtained throughput is an important indicator for quality to users. Therefore in this section we focus on TCP throughput.

To estimate the TCP throughput we use the well-known formula by Padhye et al [6] which gives the steady state throughput \( R \) for large file downloads:

\[
W_{\text{max}} \cdot \frac{\text{MSS}}{RTT} \left( \frac{2bp}{3} + T_0 \min(1,3,\frac{3bp}{8})p(1+32p^2) \right)
\]

(2)

where \( W_{\text{max}} \) denotes the maximum TCP Window, \( RTT \) the round trip time, MSS the maximum segment size, \( b \) the number of packets that are acknowledged by an ACK message, \( T_0 \) the Retransmission Timer and \( p \) the packet loss probability.

We will apply (2) to estimate TCP throughput for IPv4 and IPv6 under the following assumptions: MSS=1460 bytes; \( W_{\text{max}} \) is sufficiently large, i.e. the throughput is never determined by the maximum window size; \( RTT \) equals two times the end-to-end delay; \( b = 2; T_0 = 4RTT \) (following the heuristic suggested in [7]); and \( p \) is the packet loss.

Given \( W_{\text{max}} \) is sufficiently large, Fig. 6 shows the assessment of TCP throughput over time. Fig. 6.(a) shows that the realised TCP throughput for IPv6 is more stable but less high (73% less) than for IPv4 over time. Fig. 6.(b) shows that both native IPv6 and IPv4 counterparts have a variation over time, and the obtained

![Figure 5. Perceived QoS of MPEG-2 video (6 Mpbs) with different models using (a) IPv4 and IPv6 paths; and (b) IPv6 tunnel and native paths; and perceived QoS of MPEG-2 video (1 Mpbs) with "news" model using (c) IPv4 and IPv6 paths; and (d) IPv6 tunnel and native paths.](image-url)
TCP throughput using native IPv6 is close (19% lower) to that of IPv4. Fig. 6.(c) shows that the realised TCP throughput of IPv6 tunnels and IPv4 counterparts are stable over time, and the perceived TCP throughput of IPv6 tunnels is much less (63% less) than that of IPv4. Fig. 6.(b)(c) show TCP throughput both for native IPv6 and IPv6 tunnels. On average, the realised TCP throughput of native IPv6 is much higher (674% higher) than that of IPv6 tunnels.

In the Windows operating systems like Windows 2000, the default value of the TCP Window Size can be set as the larger of four times the maximum TCP data size on the network or 8192 rounded up to an even multiple of the network TCP data size. This parameter determines the maximum TCP receive window size offered by the system. The receive window specifies the number of bytes a sender may transmit without receiving an acknowledgment. In general, larger receive windows will improve performance over high delay networks. For highest efficiency, the receive window should be an even multiple of the TCP Maximum Segment Size (MSS).

Given Wmax = 8192, Fig. 7 shows the assessment of TCP throughput over time. Fig. 7.(a) shows that the TCP throughput for IPv6 is quite stable but less high (39% less) than for IPv4. Fig. 7.(b) shows that both native IPv6 and IPv4 counterparts did not change over time, and the obtained TCP throughput using native IPv6 is close (17% lower) to that of IPv4. Fig. 7.(c) shows that the realised TCP throughput of IPv6 tunnels and IPv4 counterparts are quite stable over time, and the TCP throughput of IPv6 tunnels is much less (48% less) than that of IPv4. Fig. 7.(b)(c) show TCP throughput both for native IPv6 and IPv6 tunnels.

On average, the realised TCP throughput of native IPv6 is much higher (252% higher) than that of IPv6 tunnels. In reality, Wmax is often determined by access rate. Let us assume a (downlink) maximum access rate of 5 Mbps. For this situation, which typically corresponds with an ADSL2+ access, the corresponding function for throughput for (2) has the following form:

$$\text{MSS} = 5 \cdot \frac{2bp}{3} + T_0 \min(1.3, \sqrt{\frac{3bp}{8}}) p(1 + 32p^2)$$

(3)

Given ADSL2+ with a rate 5 Mbps, Fig. 8 shows the assessment of TCP throughput over time. Fig. 8.(a) shows that the realised TCP throughput using IPv4 is only limited by the ADSL2+ speed, while for IPv6 the realised throughput is about 16% less. Fig. 8.(b) shows that obtained TCP throughput using both native IPv6 and IPv4 counterparts is limited by the ADSL2+ speed, and did not change a lot over time. Fig. 8.(c) shows that the realised TCP throughput using IPv6 tunnels and IPv4 have a variation over time, and the obtained TCP throughput of IPv6 tunnels is less (62% less) than that of IPv4, however, it has been

![Figure 6. Assumed Wmax is sufficiently large, assessment of TCP throughput using (a) IPv6 and IPv4 paths; (b) IPv6 native paths and the IPv4 counterparts; and (c) IPv6 tunnel paths and the IPv4 counterparts.](image1.png)

![Figure 7. Given Wmax=8192 bytes, assessment of TCP throughput using (a) IPv6 and IPv4 paths; (b) IPv6 native paths and the IPv4 counterparts; and (c) IPv6 tunnel paths and the IPv4 counterparts.](image2.png)
steady increasing in the end of 2005. Fig. 8(b)(c) show that the TCP throughput using native IPv6 is almost only limited by the ADSL2+ speed, and that for IPv6 tunnels the throughput is less stable. On average, the realised TCP throughput using IPv6 tunnel is lower (79% less) than for native IPv6. The most important conclusion from the observations above is that for applications based upon TCP, the differences in delay and packet loss between IPv4 and IPv6 have a strong impact on the realised throughput. This result can be explained from the fact that TCP throughput is very sensitive with respect to Round Trip Time. Based on the above measurements, we conclude that given $W_{max}$ is sufficient large or $W_{max} = 8192$, the realised TCP throughput for IPv6 and IPv4 are relative high. When the bottleneck speed is in the access link, such as for ADSL2+, the obtained TCP throughput using native IPv6 and IPv4 are mainly limited by the access speed. In general, the best TCP throughput performance is obtained by using IPv4, then followed by native IPv6. The worse performance is obtained by using IPv6 tunnels.

6. CONCLUSION

In this paper, we have presented a detailed measurement study and an analysis of the delay and loss evolution over two years in an IPv6 network. We believe that this study is a contribution to the ongoing effort to gain insight into the behavior of large-scale IPv6 networks. We have shown that since October 2003, the median IPv6 delay has become smaller; it started at about 120 ms on Oct. 2003 and decreased to about 55 ms on Oct. 2005.

We have shown that IPv6 network has a higher delay evolution than IPv4. Furthermore we have shown that both IPv6 and IPv4 have a relative small packet loss. The most important conclusion for the perceived quality of services running over IPv6 networks is: for VoIP and Video-over-IP, the differences in delay and packet loss between IPv4 and IPv6 do not translate to the perceived quality domain; for applications based upon TCP, the differences in delay and packet loss between IPv4 and IPv6 have a strong impact on the realised throughput.
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Figure 8. Given ADSL2+ with a speed 5 Mbps, assessment of TCP throughput using (a) IPv6 and IPv4 paths; (b) IPv6 native paths and the IPv4 counterparts; and (c) IPv6 tunnel paths and the IPv4 counterparts.