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Systemic risk  
 

risk of collapse of  
entire (financial) system 

crucially depends on 
 

network topology 
 

which is however unknown 

Public information:  
each bank’s total exposure towards the aggregate of all other banks 

Hidden information:  
each bank’s individual exposure towards each single bank 

The challenge: reconstructing (interbank) 
networks from partial information 



Original network 
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Original network 
(unknown/hidden) 

? 

OUR GOAL : Can we (statistically) reconstruct  
the original network in such a way that… 

 

1)  Privacy is protected 
2)  Higher-order effects are correctly predicted 

Local properties 
(known/public) 
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NETWORK RECONSTRUCTION 



Traditional approach 
(from “strengths” only) 

 
 
 
 
 
 
 
 
 
 
 

margins: OK,  topology: BAD 

: true (unknown) link weights of 

: reconstructed from margins 

Traditional deterministic (dense) solution 
G *
!
C(G*) =



Traditional approach 
(from “strengths” only) 

 
 
 
 
 
 
 
 
 
 
 

margins: OK,  topology: BAD 

Traditional deterministic (dense) solution 

With respect to real networks, 
links are too many 
and thus too weak: 

 
 
 
 
 
 

Italian interbank                Austrian interbank  
network                               network  

 

⇒  Underestimation  
of systemic risk ! 

: true (unknown) link weights of 

: reconstructed from margins 

G *
!
C(G*) =



Partial information 

{ } , , … 

Constrained ensemble of networks 

Probabilistic method: Maximum-entropy principle 

Maximize Shannon’s entropy 

Impose available info as constraint 
!
C(G*)

P(G)
Find unbiased probability 

S = − P(G)logP(G)
G
∑



Microcanonical 
(hard constraints) 

Canonical 
(soft constraints) 

Microcanonical vs Canonical ensembles 



Possible choices of local constraints 
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For a moment,  
let us pretend 

the world is 
binary … 



[Park & Newman, Phys. Rev. E 70, 066117 (2004)] 
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FERMI- 
DIRAC ! 

aij=0,1  

Binary configuration model (BCM): fixed degrees 



Equiprobable configurations: 

P(   )=P(   )=P(   ) 

(must hold for all vertices simultaneously) 

Binary configuration model (BCM): fixed degrees 

{ }ikC =
!



find θ*  that maximizes 

Given the real network 

Solution: 

Garlaschelli & Loffredo, Phys. Rev. E 78, 015101 (2008) 

Using the BCM for network reconstruction: 
Maximum-Likelihood Principle  

For a generic ensemble  

Solution: 

Squartini & Garlaschelli, NJP 13, 083001 (2011) 

For the Binary Configuration Model 

codes available:  
Squartini, Mastrandrea, Garlaschelli, NJP 17, 023052 (2015) 



Using the BCM for 
network reconstruction 

 
Result: good prediction of  

higher-order properties (from 
 degrees only) in binary graphs 

Average nearest- 
neighbor degree 

Binary 
clustering coefficient 

New J. Phys. 16 (2014) 043022  R. Mastrandrea, T. Squartini, G. Fagiolo, D. Garlaschelli 



Zooming in on the eMID interbank network 

Average nearest- 
neighbor degree 

Binary 
clustering coefficient 



Zooming in on the eMID interbank network 

Average nearest- 
neighbor degree 

Binary 
clustering coefficient 

NOTE: different 
from popular 

factorized 
expression 

pij=kikj/2L  !!! 



Zooming in on the eMID interbank network 

Average nearest- 
neighbor degree 

Binary 
clustering coefficient 

So, even if constraints are only 
local (configuration model),  
here degree “correlations”, 
clustering, cycles, and other 
higher-order properties are 

automatically accounted for. 

NOTE: different 
from popular 

factorized 
expression 

pij=kikj/2L  !!! 



Zooming in on the eMID interbank network 

Average nearest- 
neighbor degree 

Binary 
clustering coefficient 

So, even if constraints are only 
local (configuration model),  
here degree “correlations”, 
clustering, cycles, and other 
higher-order properties are 

automatically accounted for. 

NOTE: different 
from popular 

factorized 
expression 

pij=kikj/2L  !!! 

GOOD,  
but what about  

link weights? 
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wij=0,1,…,w*  

Weighted configuration model (WCM): fixed strengths 



[Garlaschelli & Loffredo, Phys. Rev. Lett. 102, 038701 (2009)] 
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wij=0,1,…,w*  

(probability of w ‘occupations’) 

Weighted configuration model (WCM): fixed strengths 



[Garlaschelli & Loffredo, Phys. Rev. Lett. 102, 038701 (2009)] 

If  w*=+∞, the expected  
occupation number is 

BOSE- 
EINSTEIN ! 
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[Park & Newman, Phys. Rev. E 70, 066117 (2004)] 

wij=0,1,…,w*  

(probability of w ‘occupations’) 

Weighted configuration model (WCM): fixed strengths 



Equiprobable configurations: 

(must hold for all vertices simultaneously) 

{ }isC =
!

P(  )=P(  )=P(  ) 
      =P(  )=P(  ) 
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Weighted configuration model (WCM): fixed strengths 



Result: bad reconstruction 

Average nearest- 
neighbor degree 

Average nearest- 
neighbor strength 

Binary 
clustering coefficient 

Weighted 
clustering coefficient 

New J. Phys. 16 (2014) 043022  R. Mastrandrea, T. Squartini, G. Fagiolo, D. Garlaschelli 



Reason:  
poor binary reconstruction from strengths only 

Degree 

Naive expectation that aggregate weighted properties 
 are more informative than binary ones is incorrect ! 

New J. Phys. 16 (2014) 043022  R. Mastrandrea, T. Squartini, G. Fagiolo, D. Garlaschelli 



wij=0,1,…,w*  

�(wij)=aij=0,1  

-  Combination of Fermionic and Bosonic constraints; 
-  Extra energy (+ or -) for first occupation (i.e. edge weight); 
-  (+): Initial barrier/threshold; (-): saturation/aging. 

Garlaschelli & Loffredo, Phys. Rev. Lett. 102, 038701 (2009) 
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Doubling the constraints (degrees + strengths):  
Enhanced Configuration Model (ECM) 



The generalized Bose-Fermi distribution 

Full probability: 

Probability of w occupations: 

Fugacities: 

Garlaschelli & Loffredo, Phys. Rev. Lett. 102, 038701 (2009) 



P(  )=P(  )=P(  ) 
P(  )≠P(  )≠P(  ) 

Doubling the constraints (degrees + strengths):  
Enhanced Configuration Model (ECM) 
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Garlaschelli & Loffredo, Phys. Rev. Lett. 102, 038701 (2009) 

+ 

Note: equivalent to minimizing Kullback-Leibler distance 
 from “topological prior” (BCM) rather than uniform prior 



Standard 
reconstruction  
from strengths only:  
Bose distribution (WCM) 

Enhanced 
reconstruction  

from strengths and degrees: 
 Bose-Femi distribution (ECM) 

Average nearest-neighbor degree 

New J. Phys. 16 (2014) 043022  R. Mastrandrea, T. Squartini, G. Fagiolo, D. Garlaschelli 

Reconstruction greatly improved by the ECM: 



Binary clustering coefficient 

New J. Phys. 16 (2014) 043022  R. Mastrandrea, T. Squartini, G. Fagiolo, D. Garlaschelli 

Standard 
reconstruction  
from strengths only:  
Bose distribution (WCM) 

Enhanced 
reconstruction  

from strengths and degrees: 
 Bose-Femi distribution (ECM) 

Reconstruction greatly improved by the ECM: 



Average nearest-neighbor strength 

New J. Phys. 16 (2014) 043022  R. Mastrandrea, T. Squartini, G. Fagiolo, D. Garlaschelli 

Standard 
reconstruction  
from strengths only:  
Bose distribution (WCM) 

Enhanced 
reconstruction  

from strengths and degrees: 
 Bose-Femi distribution (ECM) 

Reconstruction greatly improved by the ECM: 



Weighted clustering coefficient 

New J. Phys. 16 (2014) 043022  R. Mastrandrea, T. Squartini, G. Fagiolo, D. Garlaschelli 

Standard 
reconstruction  
from strengths only:  
Bose distribution (WCM) 

Enhanced 
reconstruction  

from strengths and degrees: 
 Bose-Femi distribution (ECM) 

Reconstruction greatly improved by the ECM: 



G. Cimini, T. Squartini, D. Garlaschelli, A. Gabrielli, Scientific Reports 5, 15758 (2015) 

Reducing the required input info 
inference from strengths and only some proxy of link density 



Reducing the required input info 
inference from strengths and only some proxy of link density 

G. Cimini, T. Squartini, A. Gabrielli, D. Garlaschelli, Phys. Rev. E 92, 040802(R) (2015) 



Percolation 
 

(relative size of  
giant component vs 

occupation probability p) 

E-
m
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Predicting systemic risk estimators 
Path length 

 

(distribution of 
shortest distances �  

among pairs of nodes) 

Group DebtRank 
 

(total devaluation induced  
by an initial devaluation �) 

[Battiston et al. 2012] 

G. Cimini, T. Squartini, D. Garlaschelli, A. Gabrielli, Scientific Reports 5, 15758 (2015) 



Traditional approach 
(dense: many links, but weak) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

margins: OK,  topology: BAD 

Enhanced method 
(sparse: few links, but strong) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

margins: OK, topology: OK 

G. Cimini, T. Squartini, D. Garlaschelli, A. Gabrielli, Scientific Reports 5, 15758 (2015) 



The method 
 

“outperforms the other methods  
when the same input information is used”  

 

[Mazzarisi et al 2017] 
 

and  “is the clear winner  
among probabilistic methods”  

 

[Anand et al. 2017]  

Independent tests of our method 

Anand et al, “The missing links: A global study on uncovering financial network structure 
from partial data”, (2017) [Journal of Financial Stability, in press]. 

Mazzarisi P., F. Lillo “Methods for Reconstructing Interbank Networks from Limited 
Information: A Comparison”, in Econophysics and Sociophysics: Recent Progress and 
Future Directions, New Economic Windows, Springer International Publishing (2017). 





Extension to the bipartite European network 
Data (ECB):  
Security Holding Statistics (SHS) 
 
Links: 
Long-term security bonds 
 
Nodes: 
N=266 holders (country-sector) 
M=3136 issuers (country-sector) 



Extension to the bipartite European network 
Enhanced Capital Asset Pricing Model (ECAPM) 





Challenge 1: 
 

Far from critical events,  
the (maximum-entropy) reconstruction of 

interbank networks is reliable; 
 

As crises approach,  
reconstruction becomes unreliable and actually 
prevents the detection of early-warning signals; 

In any case,  
maximum-entropy methods appear crucial to 

construct the early-warning signal itself ! 



Challenge 2: ensemble nonequivalence 

Squartini, de Mol, den Hollander, Garlaschelli, PRL 115, 268701 (2015) 

Microcanonical 
ensemble, Pmic(G)  

Pcan(G*) 	

Pmic(G*) 	

Canonical 
ensemble, Pcan(G)  



 
1)   binary graphs are often well reconstructed from degrees 
 

2)   weighted graphs are badly reconstructed from strengths 
 

3)   weighted graphs require topological prior info (degrees) 
 

4)   strengths+degrees = BOSE-FERMI = Enhanced CM 
 

5)   degrees can be inferred from strengths (and n. of links) 
 

6)   reconstruction may deteriorate as crises approach 
 

7)   statistical ensembles are not equivalent 

Summary/conclusions 


